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A B S T R A C T : 

The increasing reliance on digital infrastructures makes whole sectors of the 
economy and public services vulnerable to attacks through cyberspace. Some 
progress has been made in understanding vulnerabilities and ways of reducing 
cyber risk at the sub-sectoral level. While the sectoral level remains a signifi-
cant challenge, this study goes beyond, also addressing cyber risk resulting 
from the cross- and multi-sectoral interdependencies in a consistent logical 
model. The paper presents the scope of this logical model, outlines the prob-
lem of risk assessment, structured around the triplet “Threats – Vulnerabili-
ties – Impact,” and the structuring of risk mitigation around types of risk re-
duction measures, the objective of decision-making on risk treatment, and the 
modalities of application. We provide examples of the implementation of the 
logical model, underlying the ECHO Multi-sector Assessment Framework, and 
conclude by emphasising the advantages the logical model and the framework 
provide. 

A R T I C L E  I N F O : 

RECEIVED: 28 APR 2020 

REVISED:  16 MAY 2020 

ONLINE:  18 MAY 2020 

K E Y W O R D S : 

cybersecurity, critical infrastructure, essential ser-
vices, interdependencies, cyber risk assessment, E-
MAF, ECHO project 

  Creative Commons BY-NC 4.0 
 

https://creativecommons.org/licenses/by-nc/4.0/legalcode
https://creativecommons.org/licenses/by-nc/4.0/legalcode


T. Tagarev, M. Pappalardo, N. Stoianov  ISIJ 47, no. 1 (2020):13-26 
 

 14 

Introduction 

The incorporation of emerging information technologies and evolving infra-
structures allow businesses to be more efficient and effective in meeting cus-
tomers’ needs and expectations. The increasing reliance on digital infrastruc-
tures, however, makes whole sectors vulnerable to attacks through cyberspace. 
Some of these vulnerabilities have already been exploited, thus triggering mas-
sive research on the problem and its potential solutions. As a result, we already 
have a much better understanding of the cyber threats to industrial control sys-
tems 1 and opportunities to protect better electrical energy grids 2 or ships,3 to 
take just a few examples.  

There are also relevant developments attempting to address comprehen-
sively cybersecurity concerns at the sectoral level, e.g. the HITRUST common 
security frameworks for the healthcare sector, but progress so far has been lim-
ited. The challenge becomes even more significant in attempting to take cross-
sectoral interdependencies into account and the possible cascading effects of a 
cyberattack across sectors.  

With the study presented here, we are embarking on this challenge by creat-
ing a multi-sectoral cyber risk assessment framework. This study is part of the 
research programme of the Horizon 2020 ECHO project (European Network of 
Cybersecurity Centres and Competence Hub for Innovation and Operations, 
2019-2023) and supports the development of the ECHO Multi-sector Assess-
ment Framework (E-MAF). 

Towards that purpose, the design of the logical model presented here pur-
sues two main goals: 

1. To present the key factors and considerations in multi-sectoral cyber risk 
assessment in their relationship; and  

2. To make explicit the scope of E-MAF and the topics to be covered in the 
lifetime of the ECHO project. 

The next section provides the rationale for defining the scope of the logical 
model and, thus, of E-MAF. It is followed by elaboration on risk assessment, 
structured around the triplet “Threats – Vulnerabilities – Impact” and the meth-
ods used for risk estimation, and then by presenting the structuring of “risk mit-
igation” around the types of risk reduction measures, scope and objectives of 
decision-making on risk treatment, and the approach to the application of the 
risk management cycle. The final section concludes with a view on the forth-
coming implementation of this logical model and E-MAF and emphasises the 
advantages of our approach. 

Scope of the E-MAF Logical Model 

E-MAF, like most of the existing frameworks 4 and standards,5, 6, 7 goes beyond 
risk assessment per se, and supports risk management decision-making, i.e. it 
provides a framework for understanding cyber risks and, on that basis, supports 
decisions on where to invest human, technological and financial resources to 
reduce those risks to an acceptable degree. 
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Resource allocation decisions are most often taken at the organisational 
level. However, E-MAF goes beyond the level of an individual organisation and 
will support risk management at the sectoral level, cross- and multi-sectoral 
level, national and pan-European levels. 

‘Sectoral’ here may mean both a ‘sector’, for example, the ‘Energy’ sector 
defined in Directive 2008/114/EC,8 or a ‘sub-sector,’ e.g. ‘Electricity’ (including 
“infrastructures and facilities for generation and transmission of electricity in 
respect of supply electricity” 9) or the ‘Rail transport’ sub-sector of the 
‘Transport’ sector. 

‘Cross-sectoral’ are resource allocation decisions taking into account cross-
sector effects resulting from interdependencies between interconnected sys-
tems and infrastructures.10 Among the examples here are the interdependen-
cies between telecommunications and electricity distribution or the depend-
ence of banking and financial services on the digital infrastructure.  

‘Multi-sectoral’ are, on the one hand, the cases accounting for interdepend-
encies among three or more sectors and potential cascading effects of a 
cyberattack. On the other, multiple sectors can benefit from the application of 
a specific measure to reduce cyber risks. An example would be the institution-
alisation of an accredited training program providing cybersecurity competen-
cies needed in several sectors. Such cases are designated below as ‘transversal.’  

Finally, E-MAF may be used at national and European Union levels in the elab-
oration of policies and measures aiming to reduce the cyber risks in the design 
and operation of critical infrastructures and the provision of essential services.  

This scope of E-MAF is presented in the first row of Figure 1, followed by two 
groups of ‘risk assessment’ and ‘risk mitigation,’ examined in the following sub-
chapters. Issues listed in the cells with the dark-grey background are considered 
in the first version of E-MAF; those in cells with light-blue background – in the 
second version of the framework. Due to resource and time limitations, the 
issues in white cells will not be treated in detail during the lifetime of the ECHO 
project.  

Risk assessment 

In the traditional understanding, reflected, for example, in ISO 27005, the risk 
is defined by the likelihood of the occurrence of an unwanted event and the 
consequences that would follow from that event. This understanding is directly 
incorporated for dealing with risk in some security fields, for example, in capa-
bilities-based planning methodologies and guidelines used in defence,11 home-
land security,12, 13 and the broader security sector.14 Determination of the risk in 
all these examples is based on a set of plausible, and agreed, scenarios, describ-
ing one or a series of interrelated events in their context. TOGAF also incorpo-
rates capability-based planning and the use of business scenarios to discover 
and refine capability requirements.15  
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Coverage Organisational Sectoral 
Cross-

sectoral 
Transversal EU/national 

Risk assessment 

Threats Cyber threats 
Cyber-Physical 
interdependencies 

Natural hazards, industrial 
accidents, terrorist attacks 

Vulnerabilities  Hardware Software Networking Organisation 

Impact  Negative consequences 
Opportunities/ benefits of risk 
mitigation measures 

Negative 
consequences 

Direct (physical, 
loss of information, 
financial) 

Injuries, 
death, health 
& safety 

Reputational  
Lost 
opportu-
nities 

Social 
impact 

Risk estimation Qualitative Quantitative 
Combination of Qualitative  
& Quantitative 

Risk mitigation 

Measures to 
enhance: 

Awareness  Protection 
Response and 
recovery 

Resilience and 
adaptiveness 

Prevention 

Decisions on 
measures 

Selective  Prioritisation Optimisation 

Application  Ad-hoc Recurring  
Proactive (based on 
predictive analytics) 

 
Figure 1: The Logical Model of the ECHO Multi-sector Assessment Framework. 

 
 
The number of scenarios used in a planning cycle can range from 15 in the 

case of the U.S. Department of Homeland Security 16 to several dozens. The use 
of scenarios is beneficial in representing uncertainty, providing transparency, 
and involving senior decision-makers. However, by itself, the process of elabo-
rating and selecting a set of scenarios cannot guarantee the comprehensive 
treatment of all risks, especially in a diverse, ill-defined and evolving field such 
as cybersecurity.17 

In a similarly diverse and evolving 18 field of disaster risk management, the 
assessment of risk covers natural and human-induced hazards, exposure of hu-
mans, infrastructure and ecosystems, systems’ vulnerability, and the impact of 
a disaster.19 

“Hazard – exposure – vulnerability” is not the only structuring suitable for 
comprehensive treatment of risks. The risk assessment and treatment process 
in ISO 27001 is based on “asset – threat – vulnerability” analysis.20 ISO 27005 
further specifies that:  

• the examination of an asset involves its valuation, 

• the impact of an information security incident is estimated with an ac-
count of direct and indirect, operational and future business effects from 
a full or partial loss of an asset, and  
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• in the first assessment (when no new security measures are considered), 
the estimate of an impact is very close to the value of the concerned asset. 

This relation between a broadly defined asset value and the estimated im-
pact, or consequence, of an incident allows to assess cybersecurity risk using 
the ‘triplet’ of “threat – vulnerability – consequence.”21 The same simple frame-
work is used in related security fields, for example, in the risk analysis conducted 
by the U.S. Department of Homeland Security.22 For these reasons, this is the 
structuring adopted in the E-MAF logical model. 

Threats  

Threats can be classified in a number of ways, e.g. depending on the intent of 
the attacker (a group of attackers), his or her knowledge and skills, selected tar-
gets, attack vectors, tactics, techniques and procedures, etc.23 

At the highest level, E-MAF distinguishes between three groups of threats: 

1. Cyber threats per se, e.g., threats of DDoS attacks, malware, social engi-
neering, etc. 

2. Threats as results of cyber-physical interdependencies, e.g., power out-
age, disruption of communications (due for example to an electromag-
netic storm), etc. 

3. Threats of physical destruction or disruption as results of either deliber-
ate actions (e.g. terrorism, warfighting, sabotage, vandalism, theft, traffic 
accidents) or unintentional (natural disasters, industrial accidents). 

For more detailed classification of threats, E-MAF builds on ENISA’s Threat 
Taxonomy.24  

Vulnerabilities 

Cyber vulnerabilities can also be classified in several ways. For example, ENISA, 
reflecting on the 1998 report by John Howard and Thomas Longstaff of Sandia 
National Laboratories, considers design, implementation, and configuration vul-
nerabilities.25 

More focused studies, e.g. on cybersecurity of in the context of Industry 4.0,26 
distinguish vulnerabilities related to:  

• Operating systems or firmware; 

• Application software; 

• Industrial communication protocols; and 

• Smart devices (embedded sensors and actuators). 

In the ECHO project, to provide for compatibility with other activities, e.g. the 
development of the skills framework, E-MAF implements a vulnerability taxon-
omy including four main groups: 

1. Hardware-related vulnerabilities, e.g. use of unencrypted personal de-
vices;  
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2. Software-related vulnerabilities, e.g. use of unpatched operations sys-
tems and applications; 

3. Networking vulnerabilities, e.g. related to the use of Wi-Fi, VPNs, and re-
mote access; 

4. Organisation-related vulnerabilities, e.g. related to skills and awareness 
of personnel, business processes, etc. 

Consequences  

In the traditional understanding, the risk is equated to the “chance or probabil-
ity of loss.” This focus on ‘loss’ is reflected, for example, in ISO/IEC 27005:2008, 
which examines the negative impact of an information security incident. Since 
its 2009 version, ISO 31000 defines risk as “effect of uncertainty on objectives,” 
allowing thus to consider negative as well as positive consequences of uncer-
tainty.  

Respectively, the E-MAF logical model examines two main groups of conse-
quences: 

1. Negative consequences;  

2. Positive consequences in terms of opportunities and benefits of risk miti-
gation measures, e.g. higher general competences of personnel that has 
undergone cybersecurity training or new business opportunities resulting 
from investments in the development and/or implementation of particu-
lar cybersecurity technology. 

A negative consequence may result from a damaged or fully destroyed de-
vice, loss of data or communications and lead to reduced effectiveness, adverse 
operating conditions, loss of business, reputation, etc.27 Without making a claim 
for comprehensiveness, ISO 27005 recommends considering operational con-
sequences of incident scenarios in terms of: 

• Investigation and repair time; 

• (Work)time lost; 

• Opportunity lost; 

• Health and Safety; 

• The financial cost of specific skills to repair the damage;  

• Image reputation and goodwill. 

The E-MAF logical model implements the following high-level classification of 
negative consequences: 

• Direct consequences, including physical damage, loss of data and infor-
mation, disrupted business process, and short-term financial losses; 

• Injuries, death, health and safety; 

• Reputational damage; 

• Lost business opportunities; 
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• Social impact, e.g. disruption to people’s daily lives, widespread anxiety 
or loss of confidence in online services or technology more generally.28 

Risk estimation  

Depending on the available information and capacity, the estimation of both 
the likelihood of a cybersecurity incident and its consequences may be qualita-
tive, quantitative, or through a combination of the two.29 This is also the classi-
fication of approaches and methods to risk estimation adopted in the E-MAF 
logical model. 

In qualitative terms, the consequences of an incident are estimated using a 
scale of qualitative attributes. In its simplest form, the scale includes ‘Low,’ ‘Me-
dium,’ and ‘High.’ The same scale may be used to assess the likelihood of occur-
rence of those consequences. ISO/IEC 27005 provides an example (p. 50) of the 
use of five-degree scales and how qualitative estimates can be transformed into 
numbers. 

Related security fields (e.g. in the development of the national security strat-
egy of The Netherlands 30) provide relevant examples of the use of other scales 
of qualitative indicators: 

• ‘very rare,’ ‘rare,’ ‘unlikely,’ ‘possible,’ ‘probable’ in estimating likelihood; 
and 

• ‘insignificant,’ ‘minor,’ ‘moderate,’ ‘significant,’ ‘catastrophic’ in estimat-
ing impact. 

Often, qualitative estimation is used first to identify major risks and obtain a 
general indication of the level of risk.31 The reliance on qualitative estimates is 
unavoidable if historical data or data from rigorous modelling of events and 
their impact is lacking. 

Quantitative estimation may include estimates of the probability or a fre-
quency of cybersecurity incidents over a given period and assessments of the 
actual impact of such incidents, preferably based on verified historical records. 
Other sources of information that can be used for quantitative estimates are 
the cybersecurity exercises and the results of rigorous modelling. In some cases, 
one can use statistical approaches and methods, e.g. the Delphi method, to pro-
cess expert opinions and derive quantitative data. 

While adding rigour and transparency to risk management, the accuracy of 
quantitative estimates depends on the completeness and reliability of historical 
data and models. When models are not validated, or historical incident data in 
incomplete or unreliable, the quantitative approach may create an illusion of 
worth and accuracy of the risk assessment.32 

E-MAF provides for estimates through a combination of qualitative and quan-
titative methods. With the accumulation of experience and data, these oppor-
tunities will grow, allowing, for example, a combination of qualitative scorecard 
assessment to determine the level of cyber risk exposure and a Bayesian net-
work to model the financial loss of cyber incidents.33  
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E-MAF examines relevant aspects of the “risk evaluation” activity, described 
as part of “risk assessment” in ISO 31000 and ISO 27005, in the following sub-
section. 

Risk Mitigation  

“Risk mitigation” is one of the synonyms of the “Risk treatment” activity – a 
term used in ISO 31000 and ISO 27005. “Risk mitigation” was preferred as it 
already denotes a wide variety of strategies and measures that can be used to 
reduce cyber risks. Just as “risk treatment,” this term allows to consider the rec-
ommendations in ISO 31000 by: 

•  avoiding the risk by discontinuing or not starting the risk generating ac-
tivity; 

• taking or increasing risk in order to pursue an opportunity; 

• removing the source of risk; 

• changing the likelihood of occurrence; 

• taking measures to reduce the consequences; 

• sharing the risk with another party or parties (including contracts and risk 
financing);34 

• taking an informed decision to retain the risk, 

as well as longer-term measures such as developing training programmes or 
new risk mitigation technologies and solutions. 

Measures  

The above list may be used as a starting point to design a taxonomy for cyber 
risk reduction measures. 

E-MAF, however, adopts a structure of existing and potential risk reduction 
measures with five main groups of measures aiming respectively to: 

• increase awareness of policy-makers, staff or wider society on cyber 
risks;  

• enhancing the protection of assets and systems, including by remedying 
identified vulnerabilities and reducing exposure to cyberattacks; 

• strengthening the capacity for response and recovery, e.g. by increasing 
the use of predictive analytics to enhance agility in responding to inci-
dents;35  

• enhancing resilience and adaptiveness, e.g. through collaboration,36 de-
sign measures such as compartmentalisation of information systems and 
networks, redundancy and diversification,37 organisational agility allow-
ing to adapt quickly to changing circumstances;38 

• preventing the realisation of cyber threats by deterrence,39 performing 
active defensive functions in cyberspace,40, 41 or other measures. 
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Decisions on measures to be implemented 

Decisions on what strategies and measures to apply to reduce cyber risk can be 
taken by: 

1. Focusing selectively on one or a small number of issues, usually related 
to high-visibility cases on the attention of decision-makers, for example, 
a recent, high-impact attack in the same industry sector;42  

2. Prioritisation among competing demands, e.g. based on prioritised gap 

analysis;43 

3. Optimisation.  

Applicable ISO standards recommend at least prioritisation of risks and 
measures (controls); yet, option 1 may be the only available option for the elab-
oration of policies common for a given sector or several interdependent sectors.  

Any of these options requires an understanding of the costs and benefits of 
the application of risk reduction measures. Decisions in options 2 and 3 are set 
in a resource constraint framework and require the use of an agreed number of 
risk evaluation criteria, against which to compare potential risk mitigation 
measures. 

Application 

ISO 27005 recommends to conduct a risk assessment and take respective risk 
mitigation decisions in two or more iterations: first, to carry out a high-level 
assessment to identify potentially high risks that justify further assessment; and 
then to conduct in-depth analysis, possibly using a different method. 

The cycle may include monitoring the implementation of risk mitigation 
measures and incorporation of lessons learned on the results and performance 
of measures implemented in previous cycles.44 

This whole iterative cycle may be applied ad-hoc, on a recurring basis, or pro-
actively to meet foreseen risks. These are the three respective fields in the E-
MAF logical model.  

Ad-hoc is the application in the first time an organisation decides to become 
certified in accordance with one or more relevant standards. This decision may 
be based on organisational strategy, newly introduced legislative requirements, 
or may be triggered by a high-impact cyber incident involving the organisation 
itself or other organisations in the same sector or using similar technologies. At 
least initially, ad-hoc would be the application on the sectoral or multi-sectoral 
level. 

Recurring is the application when a company, a sectoral or cross-sectoral net-
work of organisations has procedures in place to conduct risk assessment regu-
larly or upon considerable changes in the risk management environment, e.g. in 
the wake of an attack with sizeable consequences, a new significant threat or 
the discovery of a crucial vulnerability.  

Proactive is the application when the organisation has a system in predictive 
analytics in place. Predictions may be based on time series analysis,45 dynamic 
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real-time probabilistic risk data and cyber risk analysis,46 and other methods, 
applying, as a rule, some form of machine learning and artificial intelligence. 

Implementation of the E-MAF Logical Model  

Unlike most of the existing frameworks and standards, E-MAF covers not only 
the needs of a single organisation, but also of parties that are interested in sec-
toral, multi-sectoral, national, and even multinational, e.g. European Union 
level treatment of cyber risk. That may be sectoral or cross-sectoral associa-
tions, national governments or EU agencies concerned with the provision of cy-
bersecurity. 

The logical model of the framework is sufficiently broad to account for known 
historical events, treats and vulnerabilities, but also for future threats and vul-
nerabilities, e.g. new attack surfaces as a result of the proliferation of IoT de-
vices 47 or potential emergent behaviour in meshed ‘systems-of-systems.’48 

The comprehensiveness of the framework provides flexibility to select 
threats, assets, and interdependencies to be accounted for in a risk manage-
ment cycle, while the use of scenarios remains the state-of-the-art approach in 
risk assessment and planning aiming to optimise risk.49 That includes the design 
of scenarios and use cases in the ECHO research, and adding new scenarios 
throughout the life of the project. 
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