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A B S T R A C T : 

The paper contains the results of the development and implementation of 
a cybernetic approach to the creation of resilient systems. The architecture 
of a resilient system contains redundant components compared to a tradi-
tional feedback control system. This is primarily due to the need to imple-
ment additional channels in the control system to respond to changes in 
requirements, environment, or unspecified faults and failures. The general 
structure of a resilient system is based on the principle of dividing control 
channels for functional and non-functional characteristics. This allows to re-
act to changes in the information component of the environment during 
attacks on the system to ensure its cybersecurity. The case for a space resil-
ient system with online verification is described. Three scenarios of the sys-
tem behaviour to assure resilience are suggested and the first scenario is ex-
plored by the use of Markov model. That allows offering options for improv-
ing availability function and other indicators of resilient systems. 
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Introduction 

Motivation 

Safety- and security-critical systems (such as aerospace on-board systems, rail-
way control systems, instrumentation and control systems of NPPs and others) 
are operated under harsh physical and information environmental conditions. 
Requirements for functional and non-functional characteristics of these sys-
tems are tightened considering long time of functioning and possible their evo-
lution, changing of environment characteristics, different cyber and physical 
threats and attacks. Hence, the systems should be self-adaptive and resilient 
during application. 

There are number of proceedings and normative documents, which consider 
the content of the concepts of resilience and resilient systems, in particular, 
standards and reports of the NIST, 1-5 ASIS, 6 CNSS, 7 CSRC, 8 US Government 9 and 
so on. The definition of resilience is given in 3, 4, which emphasizes the ability to 
reduce the magnitude and / or duration of disruptive events to critical systems 
or infrastructure. The effectiveness of a resilient system depends upon its ability 
to anticipate, absorb, adapt to, and / or rapidly recover from a potentially dis-
ruptive event.  

The standard 3 defines resilience as an ability to quickly adapt and recover 
from any known or unknown changes to the environment through holistic im-
plementation of risk management, contingency, and continuity planning. For-
mal definition and models of resilient systems are described in 10.  

In 11 examples of metrics application for an estimation of transport infor-
mation systems resilience are considered.  

Therefore, we can conclude that to ensure resilience it is necessary to de-
velop a management system that will be able to quickly adapt and recover fac-
ing the changing operating conditions. This will allow predicting, eliminate or 
mitigate impacts, adapt and / or recover quickly from any known or unknown 
changes in the environment. To do this, it is necessary to analyze the main com-
ponents of the "resilience" and "resilient systems" concepts, to justify the 
choice of quantitative indicators of resilience, as well as to propose a method-
ology for the resilience management system. 

Taxonomy of Dependability and Resilience 

To systematize the elements of the "resilience" concept the results described  
in 12 are used, which proposed a unified taxonomic scheme of dependability and 
resilience. Its elements are:  

– threats F (faults, errors and failures, vulnerabilities and interferences), 

– protection against threats mechanisms T (fault-tolerance and fault-safety),  

– primary P1 and secondary P2 properties.  

Physical faults or malfunctions of hardware (physical fault, fp) lead to viola-
tions or errors of the computational process (error, ер) which determine the 
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corresponding event for the system - failure or denial (failure, Fр) and the tran-
sition to inoperable (partially inoperable) state, that is, there is a pathological 
chain fp → ep → Fp. 

Similar chains exist for design faults (design fault, fd) and interaction faults 
(interaction fault, fa = {fap, fai} due to physical (fap) and informational (fai) influ-
ences, i.e.: fd → ed → Fd, fa→ ea → Fa (fap → eap → Fap and/or fai → eai → Fai). 

Based on these f-е-F chains, a special notation can be built to analyze events 
and model the behavior of a computer system. It is a modification of Occurrence 
Nets (Causal Nets or Occurrence Graphs) and was proposed for physical and 
design failures and is called Structured Occurrence Nets.13 In addition to faults 
and the failures caused by them, there are other challenges associated with 
evolutionary factors:  

–  changes in system requirements (functional {rfq}, q = 1..nf and/or func-
tional requirements, in particular, the requirements for the dependability 
components {rсw}, w = 1..nd), which must be implemented by the system; 

–  changes in environmental parameters {rej}, j = 1..ne, which must be consid-
ered. 

The set R, which unites the sets {rfq}{rcw}{rej}, will be called evolutionary fac-
tors: 

R = {rfq} ∪ {rcw} ∪ {rej} 

Same to f-е-F-chains it is possible to construct an appropriate sequence for 
evolutionary factors or evolutionary chains. Due to the emergence of a new 
(change) requirement rh ∈ R, the system undergoes an unspecified change of 
information according to the previous states (let it be called an evolutionary 
error, u) and the system will go into an unspecified state (this state can be con-
sidered as an evolutionary failure, D). Accordingly, having r-u-D-chains, which 
describe the behavior of the system in terms of evolution: rf → uf → Df, rc → uc 
→ Dc, re → ue → De. 

Thus, in the general case, three pairs of sets should be considered: 

• fr = {f,r},  

• еu = {е,u},  

• FD = {F,D} and sequence fr → еu → FD. 

In 12 it is proposed to call the mechanism of adaptation to such changes as     
R-stability, and the system in which it is implemented as R-system. Due to this 
mechanism, there is the primary property of evolution or "evolvability" and the 
system that has such a property, i.e. "evolvable system" or "evolving system". 
Based on the accepted definitions of concepts related to resilience, it is possible 
to move to the formation of the architecture of the functional model of the R-
system, taking into account the possibility of its evolution under the influence 
of environmental factors. 
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The question arises, to which class of control systems should R-systems be 
attributed? Preliminary analysis has shown that it is advisable to apply the the-
ory of cybernetic systems, which takes into account various environmental fac-
tors and provides the possibility of its evolution. 

Aim and Structure 

The aim of the work is to develop a concept of R-system formation based on a 
cybernetic approach.  

Structurally, the work consists of two sections: the first is devoted to substan-
tiating the possibility of applying a cybernetic approach to the development and 
description of models of the R-system; the second is to present a practical case 
of the application of the cybernetic model for space control system with online 
verification. 14,15 

Cybernetic Approach to Developing a Resilience Control System 

Cybernetic Approach to the R-system Models Development Rationale 

The architecture of a cybersecurity management system, which should provide 
resilience, should have redundant components compared to a traditional feed-
back management system. This is primarily due to the need to implement addi-
tional channels in the control system to respond to changes in requirements, 
environment or unspecified faults and failures.  

Taking into account the three change factors requires the implementation of 
additional design solutions in the architecture of the control system. In the sim-
plest case, this can be done through three additional channels that work sepa-
rately from each other. Fig.1 shows three circuits of system (Syst) resilience con-
trol, respectively, when changing system requirements ΔReq, changing environ-
ment parameters ΔEnv and changing system failures ΔFail by use of correspond-
ing analysers. 

Syst

Analyser Env

—
ΔEnv

Syst

Analyser Req

—
ΔReq

Syst

Analyser Fail

—
ΔFail

a) b) c)  

Figure 1: Circuit models of the resilience management system: when changing the 
requirements for the system (a), when changing the parameters of the environment 
(b), when changing the failures of the system (с). 

 
Each of the defined circuits of the control system based on the control law by 

negative feedback provides stabilization of the information system parameters. 
With this approach, each of the channels operates independently. In real cyber-
netic systems, certain channels interact with each other. This should be re-
flected in the form of additional connections between the circuits, or it requires 
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the construction of an integrated system. An additional complicating factor is 
the requirements for the control system to implement support and functional 
and non-functional characteristics provision of the cybernetic system. 

To form an integrated architecture of the system model, the methodology of 
a holistic approach to the formation of cybernetic (intelligent) systems was cho-
sen according to 16. This approach previses the selection of two parts of the cy-
bernetic system, namely: 

– first part – block "Functional characteristics", which displays the model 
(project) of the system; 

– second part – block "Non-functional characteristics", which displays the real 
system and its parameters. 

The purpose of control is to ensure compliance of the design parameters of 
the system with the real parameters under changed environmental conditions. 
To do this, the purpose, goal and functions of the system are adjusted. 

The structure of the Resilience Control System 

For the practical implementation of the approach to building a model of an in-
tegrated cybersecurity management system, an integrated cybersecurity con-
trol system of the information system is proposed (Fig. 2). In such a system, the 
cybersecurity property is regulated in the event of a change in the information 
component of the environment, for example, as a result of attacks on it. 

In Fig.2. the structure of the resilience management system using the pro-
posed cybernetic approach is given. 
 

RAO

Analyzer Selector

— 

— 

FCh

nFCh

Solver
FCh

Solver
nFCh

Env

Req

Failures

ReqFCh

ReqnFCh

Req*FCh

Req*nFCh

InfFCh

InfnFCh

 

Figure 2: Integrated cybersecurity control system of the information system structure: 

FCh – Functional Characteristic, nFCh – non - Functional Characteristic, RAO – Resilience 

assurance object. 
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This system works as follows. When changing the parameters of the external 
environment (Env), and / or changing the system requirements (Req) and / or 
the occurrence of failures (Failures) in the block "Analyzer" the recognition and 
analysis of changes is held. After that, the corresponding control signals ReqFCh 
and ReqnFCh are generated in the "Selector" block, respectively, for functional 
and non-functional characteristics. These signals are transmitted through the 
adders to the subsystems FCh and nFCh Resilience assurance object. From the 
outputs of these subsystems, the parameters that characterize the state of re-
silience InfFCh and InfnFCh, come to the decisive devices "Solver". They generate 
signals based on the control law with negative feedback Req*FCh and Req*nFCh. 
Stabilizing signals are formed in the adders. 

Therefore, the application of a cybernetic approach to modeling the R-system 
provides the ability to manage resilience in the face of changing requirements, 
environmental parameters and the accumulation of failures. 

Application of the Cybernetic Approach for Resilience Assurance of 
Space System 

Space Computer Control System with Online Verification 

Space computer control system (SCCS) consists of on-board (BCS) and ground 
(GCS) subsystems. This allows, using a telecommunications channel to perform 
additional functions in automatic flight mode, in particular, online verification, 
because on Earth it is difficult and expensive (and sometimes impossible) to re-
produce all the conditions of outer space, as well as the need to adjust (modify 
and reengineer) software during operation process. Currently, most composite 
manned space complexes have the possibility of hardware repair.  

Such modifications can be considered as a reaction of the control unit of the 
cybernetic system to changes in R, and the set R can be interpreted as re - 
changes in the environment (sudden bursts of electromagnetic radiation, colli-
sions with meteors, loss of landmarks, etc.) and changes due to faults rd - (man-
ifestation of undetected design faults, hardware and parts of the code stored 
on the carrier damage, etc.). There is currently no confirmed information on the 
failure of composite space complexes due to interception of control channels in 
open sources, so the components of changes in Fai and Fap in this study are ne-
glected, but they can be taken into account in the future. 

The use of software with the ability to modify it allows more flexible distribu-
tion of verification steps. Thus, a number of non-critical software functions can 
be quickly verified after the launch of the spacecraft during its operation. After 
conducting online verification (OV) procedures, measures can be taken to elim-
inate the identified drawbacks and faults (corrective online verification, 
COV).14,15 The ability to verify software and correct software code changes the 
structure of the SCCS hardware channel, as shown in Fig. 3. 

Modern complexes provide the mandatory presence of a communication 
channel with GCS, in which the decision is made to correct the program code. 
From the terrestrial complex the initiating commands to start the verification 
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procedures come, which are performed by a special block of input data pro-
cessing and decision-making (cancellation block). 

Test sets for verification are stored in the block of online verification, in the 
same block preliminary processing of tests performance results in the main BCS 
information processing channel is carried out. If a failed section of the program 
code is detected, information about it is sent to the GCS, where a decision is 
made to eliminate the detected fault(s) and a section (module) of the replace-
ment program code is formed, which is transmitted to the unit of corrective 
modules. 

GCS

BCS
Spacecraft 

control 
objects

Exchange 
unit

Operational 
verification 

unit

Correction 
control unit

Corrective 
modules 

unit

1. Control information for 

verification

7.Control information for 

correction

6. Test information 
and information on 

verification results

14. Confirmation 

of correction
8. Information 

about corrections

12. Сorrective 

module

5.Verification result

2.Verification 

request

9. Correction 

address

11. Correction 

request

13. Correction 

code

10. Current 

address

4. Test reaction 3. Verification test

 

Figure 3: Dual-circuit cybernetic information and control system of the spacecraft with 

online verification and correction of software. 
 
Next, in the correction control unit based on the information about the pro-

gram code executable element current address the interception of control from 
the main information processing channel and the replacement of the failed sec-
tion with the adjusted program code from the block of correction modules is 
held. 

It should be noted that this construction of the cybernetic system involves its 
operation through direct connections between control channels ΔR, ΔE and ΔF. 
There is more detailed consideration. Changing the parameters of the environ-
ment (detected, in particular, during OV procedures) requires a response from 
the control unit (GCS), the reaction to ΔE is a change in the requirements for the 
spacecraft (change course, mode of operation of devices, folding batteries, 
switching to "sleep mode"). If such "reactions" are not provided for in the reg-
ular schedule, then GCS gives a command to correct the code responsible for 
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the operating modes of the spacecraft. This happens provided, if ΔE hasn’t 
caused any new faults (ΔF). The purpose of such management measures is to 
preserve the working condition (rc→0). 

In the case when the change of environmental parameters caused the ap-
pearance of new faults ΔF and changes in dependability indicators rc, GCS de-
cides either to correct or "parry" new faults, or even to disable faulty areas, i.e. 
partial degradation of spacecraft functions (chain re→rf) again to maintain a 
working condition (rc→0). However, in case of significant damage, the GCS may 
change the dependability requirements (ΔR) to save unloaded spacecraft units 
operation modes. 

Scenarios of Online Verification for Resilience Control System 

Different scenarios can be used for OV and COV, as the conditions for online 
verification conducting may be the impossibility of reproducing space parame-
ters in terrestrial conditions, the high cost of such simulation, short design terms 
or other limitations.  

As an example, three typical scenarios and their mapping for the proposed 
architecture of the resilience management system model are considered. 

Scenario 1. In-flight verification of non-critical functions of the system is per-
formed (Fig. 4). Verification of these functions in terrestrial conditions was not 
carried out due to short design terms. This scenario does not take into account 
non-critical non-functional requirements. 

RAO

Analyzer Selector

— 

— 

FCh

FCh

Solver
FCh

Solver
FCh

Env

Req

Failures

ReqFCh

ReqFCh

Req*FCh

Req*FCh

InfFCh

InfFCh

Correction of requirements 

for verification of non-

critical functions after the 

spacecraft enters orbit

 
Figure 4: Scenario 1. Online re-verification of non-critical functions. 

 
Scenario 2. Carrying out of online verification after elimination of the faults 

detected during flight. 
Scenario 3. During the flight, verification of all functions that cannot be veri-

fied in terrestrial conditions is performed. In this scenario, the environment pa-
rameters are refined and the results are used to eliminate the detected faults. 
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Markov’s Model of a Resilient System 

Development of the BCS Model 

Appropriate models need to be developed to assess resilience and other indicators de-
pending on the OV and COV scenarios. The model of resilience BCS, taking into account 
the failures of hardware and software for the possibility of correction of software mod-
ules are considered. The change in failure rate λSW after COV procedures is taken into 
account using the apparatus of regular multi-fragment Markov models (RMFM).15 To 
build the BCS resilience model, the following assumptions are made: 

-  resilience BCS at any time can be either operational or inoperable, and the flow of 
events that transfer the system from one functional state to another are the sim-
plest (simultaneous failure of hardware and software channels is not simulated); 

-  in the resilience BCS process of online verification of program functions is per-
formed, the state of verification is inoperable; 

-  no new faults are made during changes to the program code. 

The marked Markov graph of the resilience BCS model (Model 1) for the first 
OV scenario is shown in Fig.5. 

S1

S2

S3

λHW μHW

λSW0 μSW

S4
COVλver

S5

S6

S7

λHW μHW

λSW1 μSW

S8
COV

S9

S10

S11

λHW μHW

λSW2 μSW

μver
μverλver

 

Figure 5: The marked graph of resilience BCS model functioning at carrying out online 

verification of noncritical functions. 
 
The process of functioning of resilience BCS is held as follows. At the initial 

moment, the system implements all the planned functions and is in state S1. In 
the operation process, hardware faults appear, as a result of which the system 
goes into state S2 with rate λHW and is restored (the system returns to state S1 
with rate μHW). After a certain time interval, the system fails due to a software 
fault, and it goes into state S3 with rate λSW 0. After the manifestation of the 
software fault, the system is restored and returns to state S1 with rate μSW. After 
a certain period of time determined by the parameter λver, a verification of non-
critical functions, which did not have time to verify on Earth due to time con-
straints of the project is held. The system enters state S4 (inoperable). After the 
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COV procedures, the system moves to a new fragment of the model (state S5 
with rate μver), which is characterized by a change in the intensity 
λSW i = λSW 0 – i*ΔλSW. 

Using the same approach Markov graphs for second and third scenarios are 
developed and researched as well (Models 2 and 3, in this article is not consid-
ered). 

Research of the BCS model 

The input parameters values of the BCS model shown in Table 1. Consideration of the 
methods for calculating input parameters is given in 14,15 and is beyond the scope of 
current study. 

 
Table 1. Resilience indicator assessment model parameter values.  

# Parameter Value for Model 1 

1 λHW (1/hours) 3,00E-05 

2 μHW (1/hours) 0,00297619 

3 λSW 0 (1/hours) 4,00E-04 

4 μSW (1/hours) 0,2 

5 ΔλSW (1/hours) 2,00E-06 

6 λver (1/hours) 0,010416667 

7 μver (1/hours) 0,25 

8 Nver 20…100 

 

The deviation of the availability function from the stationary value was chosen as the 
resilience metric. The essence of measuring the indicator is illustrated in Fig.6. As a 
model of the system without COV, a single-fragment hardware/software model (SFM) 
with the values of the input parameters is selected, which are bold in Table 1.  

ΔA

Availability function for model with COV

Availability function for model without COV

SFM
RMFM

 

Figure 6: Explanation of the resilience metrics ΔA choice. 
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Figure 7 shows the of COV model in scenario 1 study results. When trans-
ferring the verification procedures to the post-launch period of the space-
craft operation, there is a decrease in the availability of the system at the 
initial stage of operation. With the increase in the volume of verification 
(Nver), there is a nonlinear growth of the indicator ΔA. 

 

 

 

Figure 7: The results of modelling the COV according to the scenario 1 (verification of 

non-critical functions after start of the spacecraft). 
 
Some results of research of the developed models are the following:  

-  with an increase in the number of functions that need to be verification in 
5 times, the resilience index ΔA increases by 1.3 %; 

-  with an increase in the intensity of COV procedures to refine the parameters 
of the environment in 3 times, the resilience index ΔA increases by 85.7 % 
(this is an additional study, it is not illustrated in Fig. 7). 

To improve resilience through COV procedures, it is necessary to reduce the 
duration of their implementation, or to implement them without complete loss 
of operability of the main functions of the system. 
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Conclusions 

The suggested cybernetic approach to building of resilience control system is 
based on considering changing requirements, environment parameters and fail-
ures specification. It allows developing of resilient systems as a cybernetic sys-
tem. This approach has been implemented for a few industrial systems. More 
detailed case for space control systems has been analysed. 

The future steps can be connected with application of cybernetic approach 
and models for: 

• industrial resilience assurance considering integrated cybersecurity and 
safety management systems for enterprises in frameworks of Industry 
4.0 based on combining IT, OT and ET levels of information security, 
functional and ecological safety;17 

• improving of smart building automation systems (BAS) resilience taking 
into account strategies of combine and separate maintenance consid-
ering a set of politics of BAS reliability and cybersecurity assurance dur-
ing operation. 
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