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A B S T R A C T : 

Chronic Kidney Disease (CKD) is a significant global health concern character-
ized by major global health issues defined by progressive kidney damage. 
Early detection is essential for chronic kidney disease (CKD) as it often pro-
gresses silently and can lead to severe complications. This study introduces a 
novel hybrid optimization algorithm, combining the Bat Algorithm (BA) and 
Grey Wolf Optimizer (GWO), to address the challenges of CKD prediction. By 
leveraging BA’s exploration capabilities and GWO’s exploitation potential, the 
proposed algorithm effectively searches for optimal solutions, enhancing the 
accuracy and efficiency of CKD diagnosis. The proposed algorithm, termed 
BAGWO, iteratively refines solutions through a two-stage process, enhancing 
the model’s ability to converge on accurate and informative results. This al-
gorithm not only enhanced classification accuracy but also reduced the fea-
ture set to only six attributes. The Random Forest classifier resulted in a recog-
nition rate of 99.5 %, making it the top-performing classifier. 
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Introduction 

The progressive nature of CKD is attributed to the kidneys’ incapacity to remove 
waste products from circulation. CKD is a silent yet critical health threat affect-
ing millions worldwide.1 This progressive condition can lead to severe complica-
tions, including heart disease, stroke, and increased mortality. Early detection 
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is crucial as CKD often progresses without noticeable symptoms.2 The preva-
lence of CKD as a significant global health issue necessitates advanced diagnos-
tic tools. Early detection is crucial due to the often asymptomatic nature of CKD 
and its potential for severe complications.3 

The application of machine learning (ML) has become increasingly effective 
in tackling complex healthcare problems, including CKD.4 By leveraging ad-
vanced data mining techniques and sophisticated algorithms, researchers aim 
to improve early detection and patient outcomes. 

Regarding the prediction of CKD using patient medical information, there is a 
sizable gap in the studies. The present study uses data mining techniques to 
identify predicted patterns in complex healthcare data in an attempt to over-
come this restriction. To overcome the challenges posed by high-dimensional 
data, feature selection methods, as advocated by Wang and Alexander 5 are em-
ployed to identify relevant information. The goal is to develop a robust predic-
tive model for early CKD diagnosis using the University of California Irvine (UCI) 
Machine Learning Repository dataset. 

The goal of this research is to create a reliable predictive model that will aid 
in the early identification of CKD and enhance patient outcomes. Our goal is to 
find significant indicators of chronic kidney disease (CKD) by using data mining 
techniques and feature selection. Our proposed model offers a promising ap-
proach to early disease detection, contributing to improved patient outcomes 
and healthcare. In this work, we provide a novel hybrid optimisation algorithm 
that combines the advantages of the GWO and the Bat BA. While BA excels at 
local exploration, GWO’s balanced exploration and exploitation capabilities 
make it well-suited for global optimization. The hybrid approach leverages BA’s 
initial search for promising solutions, followed by GWO’s targeted refinement. 
This synergistic combination enhances the algorithm’s capability to identify op-
timal solutions. 

The rest of the article is organised as follows: A detailed review of the litera-
ture on CKD prediction methods is provided in Section 2. The suggested tech-
nique, including feature selection, pre-processing of the data, and classification 
methods, is described in Section 3. The experimental findings are shown in Sec-
tion 4, along with a comparison of the suggested approach with other state-of-
the-art techniques. Section 5 concludes by discussing the limits of the study and 
the implications of the results. 

Review of Related Literature 

Several studies have successfully applied ML techniques to the UCI CKD da-
taset, leading to valuable insights into disease classification. By analyzing the 
diverse range of data within this dataset, researchers have developed predictive 
models that offer promise for early detection and diagnosis of CKD. 

Swain et al.6 developed a model employing feature scaling, balancing, and 
missing-value imputation techniques. A chi-square test informed the selection 
of nine features for classification using Support Vector Machines. Although the 
study added to the field, it was constrained by the lack of advanced methods 
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for the imputation of missing values, which could have prevented the extraction 
of significant information. 

Ebiaredoh-Mienye and Swart 7 developed an ML method integrating Ada-
Boost classifier with information-gain-based feature selection to predict the 
progression of CKD. In the study, this model’s efficacy was contrasted with log 
regression, decision trees, Random Forest (RF), support vector machines, and 
traditional AdaBoost. Although the study showed the benefits of feature selec-
tion, it was constrained by the lack of data scaling and hyperparameter optimi-
sation strategies, which may have improved model performance and generali-
sability. 

Farjana et al.8 employed multiple ML algorithms for CKD prediction, utilizing 
holdout validation and basic imputation techniques. While LightGBM demon-
strated promising results, the absence of advanced data pre-processing and fea-
ture selection hinder the generalizability and robustness of the findings. 

Islam et al.9 employed ML techniques for CKD prediction, incorporating prin-
cipal component analysis and recursive feature elimination for dimensionality 
reduction. While the study utilized basic imputation methods, it lacked ad-
vanced pre-processing techniques such as data scaling and hyperparameter op-
timization. 

Hassan et al.10 focused on predicting CKD using ML techniques. The study em-
ployed K-means clustering for data pre-processing and XGBoost and SHAP value 
analysis for feature selection. While the study incorporated advanced tech-
niques for data pre-processing and feature selection, the absence of data scal-
ing and hyperparameter optimization may limit the model’s overall perfor-
mance and generalizability. 

Kaur et al.11 employed several ML techniques, hybridizing Little’s Missing 
Completely At Random (MCAR) to impute missing data and Ant Colony Optimi-
zation for feature selection. While the study employed ensemble methods, in-
cluding bagging, it lacked critical pre-processing steps such as data scaling and 
hyperparameter optimization. 

A deep neural network-based Multi-Layer Perceptron (MLP) classifier with a 
claimed flawless 100 % accuracy rate was proposed by Sawhney et al.12 Alt-
hough this is an outstanding result, the lack of crucial data pre-processing pro-
cesses, like data scaling and missing value handling, compromises the study’s 
methodological rigour. The robustness and generalisability of the model are se-
riously questioned in light of these omissions. 

While promising, the present state of research on CKD prediction indicates a 
number of limitations that impede further advancement. This work aims to ad-
dress these constraints directly by creating innovative methods. The main pri-
mary contribution of this work is the possibility to enhance healthcare by facili-
tating the early identification of individual instances of CKD. Before creating the 
ML model, this is achieved by selecting the features from the dataset that are 
most relevant and eliminating those that have lower contribution to prediction 
accuracy. By locating a compact subset of significant features from a large da-
taset, feature selection maximises model performance. Algorithms that draw 
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inspiration from nature efficiently handle this problem by eliminating redun-
dant and useless data.13 By streamlining the model training process, this 
method lowers time complexity and computational overhead while maintaining 
accuracy. 

Methods 

Artificial intelligence has been applied to many challenging problems in the past 
few years, including clinical practice and public health.13 Metaheuristic algo-
rithms inspired by nature have proven to be successful in a range of diagnostic 
applications. These algorithms, inspired by biological phenomena, have been 
successfully employed to develop CKD diagnostic techniques.14 By selecting a 
subset of key features, these algorithms enhance classification accuracy while 
reducing computational complexity. This approach addresses the challenge of 
high-dimensional data often encountered in ML tasks. Because of this, the train-
ing procedure has a sharp structure without sacrificing the projected accuracy 
attained by using only the most crucial characteristics. Thus, by using nature-
inspired methods, the problem’s computational cost and temporal complexity 
may be reduced. 

This study compares various ML algorithms for predicting kidney disease. An 
accuracy rate of 90 % or higher was considered excellent.4 By employing a di-
verse range of algorithms, this research surpasses previous studies, achieving a 
remarkable 99.5 % accuracy rate. 

For the implementation of our intended model implementation, we relied on 
Weka API in Java. WEKA, a Java-based tool, provides a comprehensive suite of 
ML algorithms, including supervised and unsupervised techniques. It has a vis-
ualization environment, and it also supports the implementation of new ML al-
gorithms. 

CKD Dataset 

The CKD medical dataset, comprised of 400 instances (250 CKD patients and 150 
healthy controls), was collected at Apollo Hospitals over two months and sub-
sequently donated to the UCI Machine Learning Repository on July 2, 2015, by 
Rubini, Soundarapandian, and Eswaran. Each instance includes 24 features, 
where 11 are numeric and 13 nominals, obtained from blood and urine samples, 
as well as patient surveys. More details and the specification of the dataset are 
provided by Khamparia et al.15 

Data pre-processing 

Data quality is paramount for effective data mining in the context of CKD pre-
diction. To ensure accurate and reliable results, addressing missing values and 
inconsistencies within the dataset is essential. Data pre-processing techniques, 
including data integration, cleansing, reduction, transformation, and discretiza-
tion, are crucial steps in transforming raw data into meaningful information. By 
meticulously preparing the data, we can optimize the performance of ML mod-
els and enhance the accuracy of CKD predictions. In this study, the CKD dataset 
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underwent data cleaning to fill in all missing values, eliminate noise, and fix er-
rors. 

1. Imputing the Missing Values: A notable proportion of missing values was 
found in the CKD dataset. To address this, we employed imputation techniques. 
For nominal attributes, the mode value was used to fill in the missing values. For 
continuous attributes, the mean value was substituted. This approach pre-
served valuable data while maintaining data integrity. 

2. Data Splitting: Ten-fold cross-validation was used to increase the efficacy 
of the model training process. Ten subsets of the CKD dataset were created; in 
each iteration, one subset was used for testing and the other nine for training. 
To prevent overfitting, this method makes use of a sizable amount of the data 
for training. 

3. Data Scaling: To ensure consistent feature representation and prevent bias 
from features with varying scales, data scaling techniques were applied. This 
process transformed the data to a common scale, facilitating accurate compar-
isons and improving model performance. 

Bat Optimization 

The BA is a new metaheuristic algorithm addition that Yang has implemented.16 
The algorithm employs an echolocation-inspired search strategy, similar to how 
bats navigate using sound waves. To put it simply, bats utilise echolocation to 
navigate their environment. Bats can travel, find prey, and identify numerous 
objects around them, even in complete darkness. They achieve this by placing 
calls to the neighbourhood and keeping an ear out for any echoes that come 
back to them. They can identify other objects and determine their distance from 
them by listening to the delay in the return sound. Yang idealised bat echoloca-
tion behaviour to develop a numerical method for resolving optimisation prob-
lems. 

In the Bat algorithm, virtual bats search for optimal solutions by randomly 
moving within the search space. Each bat is characterized by its position (Xi), 
velocity (Vi), frequency (F), and loudness (A0). 

In the Bat algorithm, each bat of the population represents a candidate so-
lution. The bat with the best fitness value at the end of the optimization process 
is considered the optimal solution. Each candidate solution is illustrated with 
the help of vector Xi=(X1 … Xi)t with real value elements Xij,for i= 1…Np and the 
interval for each element is taken from Xij  within the range [Xlb… Xub]. While Xlb 
and Xub determine the lower and upper bounds, Np represents the size of the 
population. The bats adjust their positions based on these parameters, mimick-
ing the echolocation behaviour of real bats.17 

Fi = Fmin + (Fmax − Fmin)β      (1) 

Vi t = Vi t−1 + (Xi
t – X* )Fi       (2) 

Xi
t = Xi

t−1 + Vi t        (3) 
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where β is a random vector in the range [0, 1] drawn from a uniform distribu-
tion. X* denotes the current global best solution. While the minimum and max-
imum frequency values are denoted by Fmin and Fmax, respectively. Vi is the ve-
locity vector’s symbol. A probabilistic local search is conducted using a random 
walk, as defined by the equation: 

Xnew = X∗ + εAi
t       (4) 

where Ai
t represents the average loudness of the bat population at time t, and 

ε is a random number uniformly distributed between -1 and 1. The loudness is 
updated iteratively using the equation: 

Ai
t+1 = δAi

t        (5) 

where δ is an experimentally determined constant. 

Where ri
0 is the initial pulse emission rate and is a constant greater than 0. The 

local search is controlled by the emission rate ri, which is updated by the follow-

ing equation 

r it+1 = ri
0[1 − exp(−γt)]      (6) 

Grey Wolf Optimization Algorithm 

The natural leadership structure and hunting tactics of grey wolves served as 
the inspiration for researcher Mirjalili’s 2014 introduction of the GWO idea.18 
Encircling the prey, assaulting the prey, and maintaining the social order are the 
three key components of the optimisation process. As an example, the grey wolf 
optimisation problem has no particular constraints on the objective function 
and is not dependent on rigorous mathematical features. Moreover, putting 
these procedures into practice is not difficult. Given that it can create a worka-
ble algorithm implementation plan in response to specific situations, the GWO 
is remarkably flexible.19 

The nearby wolves (solutions) to the optimal solution are designated as al-
pha (α), beta (β), and delta (δ) wolves, respectively, representing the top three 
solutions within the population. 

Their positions in the search space are represented by Xα, Xβ, and Xδ. The 
remaining wolves follow these leaders, updating their positions based on their 
locations: 

X(t + 1) = Xp(t) − A.|C.Xp(t) − A.X(t)|    (7) 

where t represents the current iteration, A and C are coefficient vectors, Xp is 
the position vector of the prey, and X denotes the position vector of a grey 
wolf. The coefficient vectors A and C are calculated as follows: 

A = 2a.r1 − a, C = 2.r2       (8) 
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where r1 and r2 are random vectors uniformly distributed within the range [0, 1]. 
The exploration rate (a) decreases linearly from 2 to 0 over the course of itera-
tions, as defined by the following equation: 

a = 2 − t.(2/MaxIter)       (9) 

where t represents the current iteration, MaxIter denotes the maximum allowed 
iterations for the optimization process. As a result, the random vector A is con-
fined to the interval [-a, a]. This adaptive mechanism enables GWO to effectively 
balance exploration and exploitation during the search process. 

Assuming that the wolves with α, β, and δ have better insight into the 
optimal solution space, the remaining wolves are compelled to adjust their 
positions in accordance with the leading wolves’ movements. 

Dα = |C1.Xα − X|, Dβ = |C2.Xβ − X|, Dδ = |C3.Xδ − X|   (10) 

where Xα, Xβ, and Xδ are the best three solutions at a given iteration.  

X1 = Xα − A1.(Dα), X2 = Xβ − A2.(Dβ), X3 = Xδ − A3.(Dδ)  (11) 

X(t + 1) = ( X1+ X2+ X3)/3
   

    (12) 

Proposed Hybrid BAGWO Algorithm 

The hybrid BAGWO algorithm leverages the complementary strengths of the 
GWO and BA. GWO’s exploration capabilities are combined with BA’s exploita-
tion potential to enhance optimization performance. In the proposed approach, 
BA iteratively searches for promising solutions, and the top solutions are trans-
ferred to GWO for further refinement. This synergistic approach effectively ex-
plores the search space and identifies optimal solutions. Algorithm 1 outlines 
the pseudocode for the BAGWO algorithm.16, 18 

 
Algorithm 1 Pseudo Code of BAGWO 

initialize the BA population Xi  (i= 1,2,…,n) and Vi define 
pulse frequency fi at Xi 

initialize pulse rates ri, the loudness Ai 

while (t ≤ Max number. of iterations) 

for i= 1:n 

generate new solutions by adjusting frequency, and 

updating velocities and locations/solutions 

if (rand > ri) then 

  Select the best solution 

  Generate a local solution around the best solution 

end if 

if (rand < A & fit(x) < fit(xt−1)) then 

Accept the new solution 

Increase ri and reduce Ai 

end if  

end for  
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Rank the bats and find the current best 

end while 

Initialize the GWO population Xi  (i= 1,2,…,n) and algorithm 
parameters 

Evaluate the fitness of each search agent fiti 

Initialize the first best solution as Xα, 

Second best solution as Xβ and 

Third best solution as Xδ 

initialize pulse rates ri, a, A and C, t=0 

While (t ≤ Max number. of iterations) 

for i=1:  n 
     Update the current search agent position 

End for 

Evaluate the fitness fiti 

Update the coefficient vector a, A and C 

If any better solution then 

update the best agents Xα, Xβ, Xδ 

t=t+1 

End while 

Return the first best agent Xα found so far. 

Results and Discussion 

Analysing the suggested algorithm’s effectiveness is crucial now that the theo-
retical basis of the algorithm has been chosen. Therefore, we want to conduct 
tests to make sure the suggested method is effective. We have chosen to use 
the 10-fold cross-validation method in the current experiments to validate and 
record classification. To comprehensively evaluate the classifier’s performance, 
we consider the following metrics: 

 Accuracy: The percentage of all cases with accurate forecasts.  

 Precision: The percentage of accurately predicted events that are really 
favourable.  

 Recall (Sensitivity): The proportion of true positive cases that the model 
correctly categorises. 

 F1-score: Precision and recall have a harmonic mean.  

 Specificity: The proportion of actual negative cases that the model cor-
rectly classified as negative. 

 AUC-ROC, or Area Under the Receiver Operating Characteristic curve, 
quantifies how well the model can discriminate between groups. 

Using the entire dataset, we first evaluated the ML classifiers’ performances 
in order to assess the effect of feature selection. This baseline study offers a 
standard by which to measure how well feature reduction works. Many classi-
fiers were used, such as AdaBoost, Decision Table (DT), Fuzzy Unordered Rule 
Induction Algorithm (FURIA), C4.5, Random Forest (RF), K-nearest Neighbours 
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(K-NN), Multi-Layer Perceptron (MLP), Stochastic Gradient Descent (SGD), and 
Logistic Model Tree (LMT). 

Performance of the Model Before Feature Selection 

To establish a baseline for comparison, the full dataset was initially evaluated 
across nine ML classifiers. This analysis provides insights into the potential per-
formance gains achievable through feature selection. So, prior to conducting 
the feature selection process, Table 1 presents a comparative analysis of various 
classification algorithms applied to the CKD dataset. RF exhibited superior per-
formance with 99 % Accuracy, 99.3 % Precision, 98 % Recall, 98.3 % F1-score, 
and 98.8 % AUC. Other classifiers demonstrated strong performance, with ac-
curacies exceeding 96 %. As the K-NN scored 98.5 % Accuracy, 96.8 % Precision, 
and 99.3 % Recall. The SGD obtained 98.3 % Accuracy, 95.5 % Precision, and 
100 % Recall. The Accuracy, Precision, and Recall of the LMT algorithm were all 
98 %, while the Accuracy of the MLP and DT was 97.5 %. The FURIA scored 
97.3 % Accuracy, 96.6 % Precision, and 96 % Recall. With an Accuracy of 96.8 %, 
Precision of 96 %, and Recall of 96 %, the C4.5 produced the lowest results for 
this dataset. 
 

Table 1. Classification performance before feature selection. 

Classifier Accuracy Precision Recall F1-
score 

Specificity AUC-
ROC 

MLP 0.975 0.943 0.993 0.958 0.964 0.979 

SGD 0.983 0.955 1.000 0.970 0.972 0.986 

K-NN  0.985 0.968 0.993 0.974 0.980 0.987 

AdaBoost  0.963 0.953 0.947 0.935 0.972 0.959 

DT 0.975 0.993 0.940 0.956 0.996 0.968 

FURIA 0.973 0.966 0.960 0.952 0.980 0.970 

C4.5 0.968 0.960 0.953 0.943 0.976 0.965 

RF 0.990 0.993 0.980 0.983 0.996 0.988 

LMT 0.980 0.961 0.987 0.966 0.976 0.981 

 
The subsequent phase involved investigating the potential of nature-inspired 

algorithms, specifically the BA and GWO, for feature selection. The primary ob-
jective is to identify a subset of features that are most discriminative for the 
target classes while minimizing redundancy. This process aims to enhance clas-
sification accuracy by focusing on the most informative attributes within the 
dataset. Table 2 presents the features selected by the BA optimization algo-
rithms in the first phase. The feature number was notably reduced from 24 to 
10 features. Utilizing the BA optimization algorithm, the features urine specific 
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gravity, serum albumin level, pus cell, plasma sodium, hemoglobin level, diabe-
tes mellitus, coronary artery disease, appetite regulation, and anemia were rec-
ognized as the most significant for CKD prediction. 

 
Table 2. Extracted features based on BA. 

Algorithm Selected Features Features Number 

BA urine specific gravity 
serum albumin level 
pus cell 
plasma sodium 
haemoglobin level 
diabetes mellitus 
coronary artery disease 
appetite regulation 
pedal edema 
anemia 

10 

 
Table 3 presents a comparative analysis of classification algorithms applied 

to the CKD dataset using the features selected by the BA optimization algorithm 
in the first phase. RF consistently outperformed other classifiers, achieving an 
accuracy of 99.5 %, precision of 99.3 %, recall of 99.3 %, F1-score of 99.1 %, and 
AUC of 99.5 %. Other classifiers demonstrated strong performance, with accu-
racies exceeding 96.5 %. Notably, LMT achieved an accuracy of 98.8 % with a 
precision of 97.4 % and a recall of 99.3 %. FURIA and MLP also exhibited excel-
lent performance, with accuracies exceeding 98 %. K-NN and C4.5 produced 
slightly lower results, with accuracies of 97.5 % and 96.8 %, respectively. 
 
Table 3. Performance Assessment Using Selected Features Based on the BA. 

Classifier Accuracy 

 

Precision 

 

Recall 

 F1-score 

Specificity 

 
AUC-
ROC 

MLP 0.983 0.955 1.000 0.970 0.972 0.986 

SGD 0.975 0.938 1.000 0.958 0.960 0.980 

K-NN 0.975 0.949 0.987 0.957 0.968 0.977 

AdaBoost  0.970 0.960 0.960 0.948 0.976 0.968 

DT 0.978 0.986 0.953 0.960 0.992 0.973 

FURIA 0.985 0.993 0.967 0.974 0.996 0.981 

C4.5 0.965 0.966 0.940 0.938 0.980 0.960 

RF 0.995 0.993 0.993 0.991 0.996 0.995 

LMT 0.988 0.974 0.993 0.979 0.984 0.989 
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Table 4 presents the features selected by the GWO optimization algorithms 
in the second phase. The resulting feature number was reduced from 10 to 6 
features. The BAGWO algorithm identified urine specific gravity, serum albumin 
level, haemoglobin level, diabetes mellitus, plasma sodium, and appetite regu-
lation as the most significant predictors of CKD. 

Table 4. Extracted Features Using BAGWO algorithm. 

Algorithm Selected Features Features Number 

BAGWO urine specific gravity 
serum albumin level 
plasma sodium 
haemoglobin level 
diabetes mellitus 
appetite regulation 

6 

 
Table 5 presents an evaluation of the proposed BAGWO model’s perfor-

mance in early CKD detection and diagnosis. While RF consistently outper-
formed other classifiers, achieving a peak Accuracy of 99.5%, all models demon-
strated reasonable performance. Notably, K-NN and FURIA with SGD achieved 
Accuracies of 99 % and 98 %, respectively. These results underscore the effec-
tiveness of the proposed approach in enhancing CKD prediction. The superior 
performance of the proposed models positions them as valuable decision-sup-
port tools for the early diagnosis of CKD. By identifying key predictive features, 
these models can aid clinicians in making timely and informed decisions. The 
implementation of feature selection techniques has significantly enhanced the 
models’ accuracy and efficiency, underscoring the importance of data pre-pro-
cessing in developing robust predictive models for complex medical conditions. 

Table 5. Performance Assessment Using Selected Features Based on the BAGWO. 

Classifier Accuracy 

 

Precision 

 

Recall  

 
F1-

score 

Specificity 

 
AUC-
ROC 

MLP 0.978 0.955 0.987 0.962 0.972 0.979 

SGD 0.980 0.949 1.000 0.966 0.968 0.984 

K-NN 0.990 0.980 0.993 0.983 0.988 0.991 

AdaBoost  0.970 0.960 0.960 0.948 0.976 0.968 

DT 0.978 0.986 0.953 0.960 0.992 0.973 

FURIA 0.980 0.980 0.967 0.965 0.988 0.977 

C4.5 0.965 0.966 0.940 0.938 0.980 0.960 

RF 0.995 0.993 0.993 0.991 0.996 0.995 

LMT 0.978 0.961 0.980 0.961 0.976 0.978 
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The proposed model demonstrates enhanced diagnostic capabilities for CKD, 
effectively predicting the disease using only 25 % of the original features. Table 
6 provides a detailed performance evaluation, highlighting the model’s superi-
ority compared to previous studies using the UCI CKD dataset. While the model 
shows promise, limitations such as sample size and the absence of an independ-
ent validation set warrant further investigation to solidify its generalizability. A 
larger dataset would provide a more robust representation of the target popu-
lation, increasing the confidence in the model’s predictions. An independent 
validation set allows for a more objective evaluation of the model’s perfor-
mance. 

 
Table 6. Comparison with other studies. 

Reference ML Classifier Accuracy  

[11] RF 96% 

[8] Light GBM 99% 

[9] Gradient Boosting 99% 

[6] Support Vector Machine 99.33% 

[7] cost-sensitive AdaBoost 99.8% 

[10] NN 100% 

[12] Deep Learning NN  100% 

Case under study RF 99.5% 

 

Conclusions 

Millions of people worldwide are impacted by CKD, a serious global health issue. 
Given that kidney damage may be irreparable and that the condition frequently 
progresses without symptoms, early discovery and treatment are essential. In 
order to help with early CKD diagnosis and enhance patient outcomes, they cre-
ated a prediction model. This study optimised CKD prediction by utilising these 
algorithms in light of the increasing interest in using ML for healthcare applica-
tions. To maximise model performance, nine ML classifiers were combined with 
a two-level feature selection method inspired by nature. This method reduced 
the feature set to only six properties, yet it greatly improved the classification 
accuracy. With an astounding accuracy of 99.5 %, RF was the best-performing 
classifier. This research can significantly improve patient outcomes and opti-
mize healthcare resource allocation by facilitating early diagnosis and interven-
tion. 
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