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A B S T R A C T : 

Social engineering attacks often exploit human traits like trust or fear, target-
ing network devices and personnel. Human vulnerabilities often stem from 
carelessness, unintentional errors, or lack of awareness. This study investi-
gates how these and other human factors influence cybersecurity while also 
recognising the role of technology. Threats due to human elements, such as 
social engineering, cognition, and organisational security cultures, and out-
side influences, e.g., intentional cybercrime and phishing, can be countered 
with cyber skills and training. This research looks at prior findings in the areas 
of individual differences, such as intelligence, cognition, personality traits, and 
personal cybersecurity behaviours. Organisational factors, such as resource 
allocation, legal requirements, and technology design, are critical compo-
nents that influence cybersecurity. This study notes the interconnectedness 
of the fields of cybersecurity, privacy, and application security. Based on a re-
view of project deliverables, this study highlights cognitive biases, compulsive 
internet usage, cyberloafing, and password vulnerabilities as significant rec-
ognised challenges. Additionally, the study delves into organisational implica-
tions, including the role of, e.g., organisational culture in risk mitigation and 
the impact of Bring Your Own Device policies on security. Ultimately, the find-
ings underscore the importance of holistic approaches to cybersecurity, inte-
grating human, organisational, technological, legal, and ethical considera-
tions. 
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Introduction 

Cyber-attacks can be categorised into human-based social engineering and 
computer-based social manipulation that uses computers. Hacking often in-
volves strong human aspects through social engineering, which involves inter-
action with people to gather their sensitive information by exploiting human 
traits like trust, fear, or helpfulness. These activities may include, e.g., pre-
texting, eavesdropping, shoulder surfing, tailgating, and dumpster diving. Phish-
ing and baiting are examples of computer-based social engineering.1 

Information security should always be considered holistically because human 
risk factors can also cause other risks to develop in the information/data of or-
ganisations.2 Many social engineering attacks focus on network devices, net-
work components, sensing components, client devices, clinical network infor-
mation systems, enterprise information systems, data centres, data, buildings, 
and personnel. 

Vulnerabilities caused by human factors include, for example, unintentional 
errors, lack of awareness, social engineering, and phishing. The utilisation of 
critical information access is often influenced by the human factor, and em-
ployee awareness can be enhanced by promoting appropriate cyber skills, train-
ing programs and by defining appropriate employee roles. 

In the cybersphere, psychological factors are essentially associated with the 
social and psychological aspects of human nature and how these aspects can be 
affected. The definition of individual differences is the permanent psychological 
characteristics that separate one person from another. Intelligence and person-
ality traits are among these qualities. In the last few years, there have been mul-
tiple studies conducted to examine the influence of individual differences on 
cybersecurity.3,4  

Cybersecurity can become affected by various organisational aspects, and 
technologies should be designed and organised with the end user in mind. Cut-
ting back on resources can result in an enterprise becoming highly vulnerable 
to cyber threats from an economic or financial perspective.  

Each sector has specific or cross-cutting legal, regulatory, and ethical require-
ments, and the fields of cybersecurity and privacy are increasingly connected to 
them. The security of application software, for example, is the focus of applica-
tion security (AppSec), which is a specialised area of cybersecurity.5  

This study investigates the multifaceted human factors influencing cyberse-
curity, and its research question is: What human factors affect cybersecurity? 
This research question encompasses key areas of investigation that include the 
exploration of human behaviour, cognition, and organisational factors, as well 
as the examination of individual differences and their impact on cybersecurity 
practices.  

The contribution of this study to theory is that it addresses the intercon-
nected nature of human factors in cybersecurity and privacy. A contribution to 
practice is its notion of emphasis on the importance of holistic approaches when 
considering cybersecurity and countermeasures to cyber threats. Many current 
studies look at human factors and aspects with a narrower focus. 
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The contents of this article are organised as follows: The study begins with an 
introduction, and human factors in the literature provide the background for 
the research. The method used in this study is introduced in the methodology 
section, followed by the findings, and the conclusion section concludes the 
study. 

Human Factors in Literature 

People are prone to cognitive biases and are influenced, inter alia, by organisa-
tional culture. Humans have a variety of attributes that contribute to security. 
According to Gratian et al., “humans are often identified as the weakest link in 
cybersecurity, as all technical security solutions are still susceptible to failure 
due to human error.” 6 The complexity of mental abilities can lead to systematic 
errors in thinking that affect decision-making and judgments, known as cogni-
tive biases.7  

An organisation can foster a supportive work environment and reduce poor 
risk perception by adopting a ‘no-blame’ culture.8 Compulsive use of the inter-
net has been directly linked to a decrease in productivity 9,10,11 and an increase 
in cybersecurity breaches.12 Compulsive Internet use increases the risk of caus-
ing various cybersecurity incident.13 

The use of a company email and internet services for personal use while 
working is known as ‘cyberloafing.’14 Indiscreet and complacent in identifying 
threats can be a result of this practice, leading to the possibility of malware 
spreading into a company’s system.15 To prevent this behaviour, it is important 
to educate, be aware of security, and develop an Acceptable Internet Use Policy 
(AIUP).16 Traditional passwords continue to be the most used authentication 
method, even though there are many other options.17 The compatibility of pass-
words on all servers and browsers rated high.17 

Passwords are considered weak secrets when it comes to security. Phishing 
activities are a major vulnerability that can trick users into revealing their pass-
words using different attack methods.18 Third parties can compromise the secu-
rity of password databases, while fraudulent, malicious, accidental, or inten-
tional using privileges associated with a specific user account without 
knowledge of policies can occur when privileges are misused.19 Data security 
breaches are mostly caused by the abuse of privileged accounts.20  

Social engineering is focused on individuals with access to information, who 
are manipulated to reveal confidential information or perform malicious attacks 
through influence and persuasion.21 Extrovert people were more prone to 
breaking cybersecurity policies than those who were more neurotic and consci-
entious,22,23 as safety behaviours are negatively correlated with impulsivity.24 Im-
pulsive persons may act spontaneously without taking into account the conse-
quences and the act itself,25 while an employee may even be willing and capable 
of deliberately sabotaging, cheating, or stealing organisational intellectual prop-
erty.26  

Vigilantism involves the illegal use of violence by private individuals who de-
sire to enforce laws without the help of law enforcement.24 Although data theft 
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and denial of service attacks may not appear violent in the cyber world, they 
are still considered cyber vigilantism activities. The primary tool for cyber vigi-
lantes achieving their goals are their hacking skills, which they use to perform 
data theft or denial-of-service attacks.  

Bring Your Own Device (BYOD) is the term used to describe allowing employ-
ees to use their own mobile devices to work to access company systems, soft-
ware, networks, or data. The benefits of BYOD for companies include increased 
productivity, reduced information technology (IT) and operational costs, im-
proved employee mobility, and improved employee recruitment and retention. 
Despite these advantages, the trade-off is increased security risks or breaches 
and increased organisational liability.27 

The advanced know-how and production development of European compa-
nies make them particularly vulnerable to industrial espionage threats.28 The 
term hacktivism is used to describe the application of technology to advance a 
political agenda or promote social change.29 The roots of it lie in the culture of 
hackers and hacker ethics, which frequently pertain to freedom of speech, hu-
man rights, or people’s independence. 

A fundamental right is to protect individuals in the processing of personal 
data. The General Data Protection Regulation (GDPR) aims to advance the im-
plementation of freedom, security, justice, and economic union, as well as eco-
nomic and social progress.30 

Methodology 

This study builds on the prior efforts of project European Network of Cyberse-
curity Centres and Competence Hub for Innovation and Operations (ECHO) and 
is part of the current efforts of Dynamic Business Continuity: Resilience Assess-
ment & AI-based solutions in project Dynamic Resilience Assessment Method 
including combined Business Continuity Management and Cyber Threat Intelli-
gence solution for Critical Sectors (DYNAMO). This study is part of project efforts 
as a series of individual studies focusing on human factors in cybersecurity. 

This is a desktop study of four deliverables of the ended project ECHO: D2.1 
Sector Scenarios and Use Case Analysis, ECHO Multi-sector Assessment Frame-
work, D2.3 Transversal Cybersecurity Challenges and Opportunities, and D3.6 
ECHO Information Sharing Models. These four were selected as they were 
deemed to contain the most relevant content for the ongoing DYNAMO project 
on how human factors relate to and can promote dynamic resilience against 
cyber threats and issues.  

This analysis of 674 pages of project ECHO deliverables aimed at understand-
ing the implications for human behaviours for information security. Search 
words used included: human factors, personal, behaviour, and individual. Data 
collection was aided by entering relevant data into a Data Extraction Table (DET) 
created for this study. The DET included three main rows: human factors, be-
haviours, and examples of human factors. This DET was also used to facilitate 
the data analysis of this study. 
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Results 

Based on the four project ECHO deliverables cybersecurity risks can arise from 
competition between individuals or groups for incompatible goals, scarce re-
sources, or power, which can lead to denial of control to others. The emergence 
of operational ethnic conflicts is a result of deep-rooted socio-cultural issues, 
which have a strong positive correlation with political and cultural conflicts. The 
following table outlines the challenges of cyber security from the perspective of 
human factors as they appear in the analysed data set.  
  

Table 1. Human factors in cybersecurity in ECHO sample deliverables. 
 

Human factor Behaviour Examples 

Cognitive 

Cognitive bias 

Risk perception 

Systematic errors in thinking 

A supportive environment reduces risk per-
ception 

Behavioural 

Locus on control 

Internet addiction 

Gambling 

Cyber loafing 

Shopping addic-
tion 

Password storage 

Password weak-
ness 

Privilege abuse 

Human error 

Control over the outcome of life events 

Compulsive use of the internet 

The necessity for money 

Company’s email and internet use for per-
sonal use 

Commerce without information security con-
cerns 

Data stored in an unprotected file 

Compatibility of passwords on all servers and 
browsers 

Data security breaches 

Can lead to the accidental leak of sensitive 
data. 

Psychological 

Social engineering 

Job satisfaction 

Stress, depres-
sion, and anxiety 

Fear 

Making users compromise information sys-
tems 

Level of satisfaction employees have with 
their job 
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Fatigue and burn-
out 

Decreased work performance 

Employees are under pressure to take certain 
actions 

Apathy and indifference to cybersecurity risks 

Individual dif-
ferences 

Impulsivity 

Personality Traits 

 
Desire to act spontaneously 

The way someone follows cybersecurity pro-
cedures 

Organisational 
factor 

Mis-communica-
tion 

Insider threat 

Political motives 

Cyber vigilantism 

Inadequate or 
non-updated 
training 

BYOD 

Misinterpretation or misunderstanding of in-
formation 

Person with authenticated access to infra-
structure 

Individuals with hidden financial or political 
motives 

The illegal use of violence by private individu-
als 

Employees won’t be able to recognise or re-
spond to potential or recent threats 

Employees use their own devices with com-
pany systems 

Technology 
designed and 
organised for 
the end user 

Privileged ac-
counts 

Network design 

Device tampering 

Critical infrastruc-
ture leaks 

Vulnerable to corruption 

Access internal networks without verifying 
authenticity 

Impact on safety, privacy, and operations in 
general 

Hacked key information on key complex sys-
tems 

Economical 
and financial 
aspects 

Financial squeez-
ing 

Corporate espio-
nage 

Morale and motivation can be impacted by 
cuts 

Cyberspace offers a low-risk environment for 
actors. 
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Crypto jacking Computing power use without permission 

Legal, ethics 
and regulatory 
aspects 

Applicability of In-
ternational law in 
cyberspace 

Shifting ethical 
values 

Non-compliance 
with data protec-
tion regulations 
and directives 

Application secu-
rity 

A fundamental right is to protect individuals 
in the processing of personal data. 

 
Ethical values changing can lead to insider 
threat 

Can have a significant impact on the opera-
tion’s results 

Internal process modelling, role-based access 
control 

Strategic/ 
societal 

Geopolitical 

Defence policy 

Cyber terrorism 

International rela-
tions 

Fake news 

Hacktivism 

Cyber-attacks may be motivated by political 
ideologies 
Different defence policies 

Internet’s use to instil fear and perform vio-
lent acts 

The integration of politics, economics, and 
law 

Using social engineering and/or OSINT 

Applying technology to advance a political 
agenda or promote social change. 

 
As seen in Table 1, multiple human traits contribute to cybersecurity. Humans 

are prone to making errors, which is why they are often referred to as the weak-
est link in cybersecurity.31 All technical security solutions are vulnerable to hu-
man error. The following sub-sections discuss human factors relevant to cyber-
security in more detail. 

Cognitive and Behavioural 

Results indicate that individuals can recognise the magnitude of security 
breaches through risk detection. Poor employee perception of risk can be miti-
gated with training and education that are supported by appropriate organisa-
tional structures and atmosphere. The belief that one has control over the out-
come of life events is known as locus of control. Despite considerable techno-
logical data security barriers, human errors can still cause the greatest risk to a 
system. Human error can, for example, lead to accidental leaks of sensitive data.  
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The necessity for money to meet addictions, such as gambling or other needs 
is referred to as gambling and financial stress. Results also show that to get fi-
nancial benefits, an employee may act against their organisation.  

Cyberloafing is the term used to describe the voluntary use of a company’s 
email and internet services for personal purposes while working. The possibility 
of malware spreading into a company system can arise from indiscreet and com-
placent identification of threats. Compulsive use of the Internet, referred to as 
Internet addiction, is considered a pathological disorder. 

Results from the analysis of the chosen ECHO deliverables show that foster-
ing a supportive work environment and reducing poor risk perception can be 
achieved by adopting a ‘no-blame’ culture within the organisation. A decrease 
in productivity and an increase in cybersecurity breaches has been directly 
linked to the excessive use of the internet. The risk of causing various cyberse-
curity incidents increases with excessive internet usage. Cognitive biases can 
occur due to the complexity of mental abilities, which can lead to systematic 
errors in thinking that impact decisions and judgments.  

According to the analysed materials, detecting anomalies and monitoring 
employee cyber behaviour are strategies for reducing these above-mentioned 
threats. Preventing e.g., cyberloafing requires educating, being aware of secu-
rity, and creating an Acceptable Internet Use Policy (AIUP).  

Shopping addiction may lead to an individual to search for electronic com-
merce without considering information security concerns. To combat this be-
haviour, it is possible to detect it actively at the organisational level or impose 
sanctions as a preventative measure. If data is stored in a historical or unpro-
tected file, password saving can pose a problem. Therefore, data leaks and 
cyber-attacks pose significant risks.  

Mitigation techniques can include active detection or sanctioning of this be-
haviour. Although there are many other options, results indicate that traditional 
passwords are still the most used authentication method. Passwords are highly 
rated for their compatibility with all servers and browsers.  

Many data security breaches are seen to be caused by misuse of privileged 
accounts. Users can be tricked into revealing their passwords with, for example, 
phishing, which is a major vulnerability that can be used through different at-
tack methods. The security of password databases can be compromised by third 
parties or privileges may become misused or subject to fraud, maliciousness, 
accidentality, or other intentional misuse.  

Psychological 

Individuals with access to information are the focus of social engineering. The 
art of social engineering involves making users compromise information sys-
tems. To counter this threat factor, it is possible to train employees to recognise 
social engineering attacks, sensitise them to cybersecurity threats, and monitor 
employee behaviour to detect such attacks.  

Poor job satisfaction, defined as the level of satisfaction employees have with 
their jobs, may threaten cyber security. This especially depends on the position 
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of the employee. Security breaches, sabotage, or espionage campaigns can 
cause severe threats. Organisations can be harmed by blackmail or threats, or 
an employee can deliberately sabotage, cheat, or steal the intellectual property 
of an organisation. This threat can be minimised by detecting anomalies in em-
ployee cyber behaviours and establishing strict security policies.  

Recognising that employees are human and susceptible to mental health is-
sues is the first step toward helping individuals who experience stress, which 
for example, can cause depression or anxiety, and decrease one’s work perfor-
mance. Long-term repeated stress may cause physical exhaustion. Fatigue can 
be demonstrated as apathy and indifference to cybersecurity risks.  

Engaging staff in joint team-building activities and conducting regular psycho-
logical and behavioural testing (especially for those working in critical and high-
security areas) are ways to mitigate or combat these risks. However, mitigation 
measures can be hindered by employee non-compliance (pushback) regarding 
participating in the activities.  

Individual Differences 

Impulsiveness refers to the urge to take immediate action without considering 
the consequences or the act itself. Impulsiveness has a high negative correlation 
with safety behaviours. Impulsive employees may share sensitive information 
publicly or allow outside sources to access internal networks without verifying 
their authenticity. Individual differences influence how someone follows cyber-
security procedures. Results show that cybersecurity policies are more likely to 
be broken by extroverts than by neurotic or conscientious individuals. Compa-
nies can implement cybersecurity awareness programs and conduct activities 
for all employees. However, there is no actual way to change individual person-
alities. 

Organisational Factors 

The collection of security-related information, technical or human, can lead to 
loss, misinterpretation, misunderstanding, or underestimating risk levels. The 
size of the organisation has an impact on the risk of miscommunication, and 
hierarchical organisations seem to pose a greater risk. A malicious threat to an 
organisation that is caused by individuals with authenticated access to its digital 
infrastructure is known as an insider threat. These individuals may be either for-
mer or current employees, contractors, or business partners. Organisational se-
curity practices, and knowledge of information and computer systems may be 
used by insiders to create the threat. The categories of insider threats can be 
broken down into malicious and careless insiders. 

One or more individuals (e.g., politicians, public decision-makers, managers, 
and policymakers) can have hidden financial, political, or other motives. Vigilan-
tism describes individuals who use violence or illegal acts to enforce laws ac-
cording to their interpretation and without the aid of official law enforcement. 
Despite the lack of violence in the cyber world, data theft and denial-of-service 
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attacks are considered acts of cyber surveillance while using hacking skills to 
achieve their goals, e.g., data theft or denial-of-service attacks. 
The results indicate that organisations are vulnerable due to the lack of aware-
ness of threats. Employees may not be able to recognise or respond to potential 
or recent threats if they receive only a little or no training on them. Organisa-
tions need to ensure that the level of training is adequate, up-to-date, and com-
prehensive. Organisations are responsible for ensuring that the training person-
nel is actively involved in developing their competence.  

The concept of Bring Your Own Device (BYOD) refers to workers’ usage of 
mobile devices to access company systems, software, networks, or data. Com-
panies can benefit from BYOD by increasing productivity, reducing IT and oper-
ational costs, and improving employee recruitment, mobility, and retention. 
However, BYOD may also lead to security breaches and increased organisational 
liability, despite its advantages, resulting in a trade-off between security risks 
and benefits. 

Technology Designed and Organised for the End User 

Results also indicate that privileged user accounts (such as local administrator 
accounts, domain administrator accounts, service accounts, and application ac-
counts) are necessary for a secure system and can be vulnerable to corruption. 
Configuring other users of the system or software is a crucial part of these ac-
counts. Prevention is the focus for reducing this risk, with systems being man-
aged by competent and well-trained personnel and old accounts being disposed 
of on time. Adding more devices to the company’s information system can in-
crease its vulnerability. As the number of connected devices increases, so does 
the risk of IT disruptions. One method of reducing these risks is to streamline 
equipment. According to the findings, the most vulnerable machines to cyber-
attacks are often the oldest devices; thus, it is important to remove them from 
the systems before they pose too much of a threat.  

Attacks and hacking of key information from complex organisational systems 
can result in very critical technology leaks (e.g., artificial intelligence, biotech-
nology, and nanotechnology). Complex systems can become attacked by hack-
ers, who may have political or financial motives. Insisting on strong defence pro-
tocols, regular updates, and being aware of new and growing threats in cyber-
space is crucial with such systems.  

Medical device tampering, for example, can pose exceptionally grave risk fac-
tors with direct impacts on patient safety and privacy. General hospital opera-
tions may become threatened and used as a bridgehead to the hospital net-
work. The mitigation of this vulnerability involves ensuring that medical devices 
are updated regularly and training all individuals involved in using and calibrat-
ing them to ensure that these technologies can be used safely to care for pa-
tients.  
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Economic and Financial Factors 

Table 1 also indicates that the impact of financial squeezing on a company can 
be significant and may predict future problems in the organisation. The majority 
of corporate or industrial espionage occurs in cyberspace, which offers a low-
risk environment for industrial espionage threat actors. The risk of cyber corpo-
rate espionage can be significantly reduced by managing the identified prob-
lems, which increase the operational costs of threat actors.  

Crypto-jacking is when a person or persons uses their computing power with-
out permission to extract cryptocurrencies. The process of crypto mining in-
volves validating transactions and adding them to the blockchain ledger. Pre-
vention is key to preventing crypto jacking. Advanced intrusion prevention sys-
tems and next-generation firewalls are essential for acting at the firewall level. 

Legal, Ethics, and Regulatory Aspects 

The strengthening and convergence of internal market economies also impact 
the well-being of natural persons. Ethical values may change due to health prob-
lems, financial problems, disbelief in justice, depression, and other issues, which 
can lead to insider threats. The results recommend implementing internal con-
trols and Segregation of Duties (SoD) that reduce the risk of fraud or errors im-
pacting critical operations or resources of a company or organisation.  

Complying with laws and regulations, and making changes to privacy and 
data protection can have significant impacts on operational results. New regu-
latory issues/requirements, including the EU General Data Protection Regula-
tion (GDPR), may be involved with the expansion and growth of goals into sev-
eral new sectors. The United Nations (UN) working groups have conversed 
about whether international law pertains to cyberspace and how states will ap-
ply their international rights and obligations. State obligations related to its ac-
tivities in cyberspace can be reversed if there is a disagreement about the ap-
plicability of international law in cyberspace.  

The development and refinement of Application Security (AppSec) practices 
are made possible by understanding the problem space faced by AppSec pro-
fessionals. All possible AppSec threats cannot be addressed by a single solution. 
Addressing risks can be achieved through security from a multi-perspective per-
spective. Effective internal process modelling, and bulletproof role-based ac-
cess control are necessary to counter any imminent AppSec threats due to most 
threats coming from current or former employees. 

Strategic and Societal 

Cyberterrorism involves using the internet to instil fear and perform violent acts 
that may result in the loss of life or significant bodily harm. Political or ideolog-
ical gain is the goal of threats or harassment. Geopolitical motives have a signif-
icant impact on risk. Cyber-attacks may be motivated by political ideologies, 
whether initiated by cyber activists, a single attacker, or a large group of people. 
The indicators for operational risk are political activity, participation in warfare, 
financial investments, and legislation. Actively monitoring cyber-terrorists 
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should be a priority. International collectives and national policies may have dif-
ferent defence policies. Many policies need to be adhered to by organisations, 
which can be problematic due to the difficulty of navigating and enforcing too 
many regulations. There are no technical solutions designed to specifically mit-
igate the risk of cyberterrorism. 

International relations encompass the interaction between various nations 
around the world and the integration of politics, economics, and law at a global 
level. Fake news is connected to social media using social engineering and/or 
open-source intelligence (OSINT). One risk factor is that artificial information 
can be used to create fake trends that can manipulate people’s opinions and 
generate the reaction and movement that the creator desires. Hacktivism is a 
blend of the words “hacking” and “activism”. The term hacktivism describes the 
use of technology to advance a political agenda or foster social change. Hacker 
culture and ethics often relate to freedom of speech, human rights, or people’s 
independence. 

Conclusions 

The study concludes that human factors play a crucial role in cybersecurity; 
however, most studies have focused on them as separate traits. The analysis of 
the four ECHO deliverables summarises human vulnerabilities, such as social 
engineering, lack of awareness, cognitive biases, etc., which all have a signifi-
cant impact on cyber security outcomes. Combinations of these need to be con-
sidered when addressing cybersecurity measures and education. 

The results suggest strategies to enhance cybersecurity. These include im-
proving cybersecurity skills training, fostering a supportive organisational cul-
ture, and focusing on individual behavioural factors. Furthermore, the results 
underlie the connection between cybersecurity and privacy with the need for a 
comprehensive approach that encompasses technology, organisations, and le-
gal factors to effectively safeguard against cyber threats.  

Though based on a limited sample of practical applied materials, this study 
contributes to the theory of the complex interplay between the different human 
factors and cybersecurity. The crucial role played by social engineering tactics, 
cognitive biases, and organisational culture in exploiting cybersecurity vulnera-
bilities becomes emphasised. The contribution to theory by this study is that it 
recognises the interconnected nature of human factors when building aware-
ness and countermeasures to cybersecurity. 

This analysis of the ECHO project deliverables has helped understand the 
multifaceted nature of human behaviour and its implications for information 
security. This provides a contribution to practice as a summary used to guide 
further project efforts. Another contribution to practice is the emphasis on the 
importance of holistic approaches when considering cybersecurity education 
and training. The results of this study stress the importance of holistic ap-
proaches to cybersecurity with the need to address both technical and human-
centric aspects.  
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According to the findings, it is important to create organisational procedures, 
guidelines and culture that promote cyber skills, cybersecurity awareness, and 
proactive risk management practices. Organisations can effectively mitigate 
threats and enhance resilience against cyber-attacks by tailoring cybersecurity 
strategies to consider individual differences, such as personality traits and cog-
nitive abilities. 

Furthermore, this study emphasises the significance of addressing new chal-
lenges, BYOD policies and industrial espionage threats have been named, in the 
context of cybersecurity governance and regulatory compliance. Organisations 
can protect sensitive information from malicious actors and uphold fundamen-
tal rights by aligning cybersecurity initiatives with legal and ethical frameworks.  

To conclude, this research enhances understanding of the human aspects of 
cybersecurity and offers valuable insights for policymakers, industry practition-
ers, and cybersecurity professionals. Organisations can strengthen their de-
fences and adapt to the changing threat landscape by incorporating human-
centred approaches into cybersecurity strategies.  

It is most important to ensure the confidentiality, integrity, and availability of 
critical information assets in an increasingly interconnected world. There are 
novel forms of social engineering, such as i.e., deepfakes, watering holes, and 
the very advanced possibilities brought about by novel developments in artifi-
cial intelligence, which were not addressed in this study, as they did not appear 
in the analysed materials. This only shows how very rapidly the sector is evolv-
ing. Therefore, further study on the role of human factors in cybersecurity 
against the ever-evolving novel strategies, solutions and technologies that can 
be used to take advantage of individuals and groups of people is recommended.  
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