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A B S T R A C T : 

The increasing integration of data-driven technologies and Artificial Intelli-
gence (AI) into defense and security systems offers both transformative op-
portunities and significant challenges. This paper examines how data manage-
ment intersects with the General Data Protection Regulation, privacy con-
cerns, and human-centered AI in the context of defense and security systems. 
AI-driven systems utilize large volumes of data for various purposes, including 
decision-making, surveillance, threat detection, and autonomous operations. 
While these technologies can enhance effectiveness and provide strategic ad-
vantages, they also raise critical issues related to data security, privacy viola-
tions, and the potential for biased or unethical outcomes. A human-centered 
approach to AI emphasizes the importance of transparency, accountability, 
and ethical alignment in these systems. This approach aims to ensure that 
technologies operate within legal and moral boundaries, minimizing the risk 
of unintended harm. 
     This article explores the delicate balance between technological advance-
ments and ethical considerations, proposing frameworks to protect privacy 
and uphold human rights while maximizing the operational benefits of AI in 
defense and security. 
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Introduction 

The advancement of Artificial Intelligence (AI) and data-centric technologies is 
reshaping the domain of defense and security systems. As countries and de-
fense entities progressively depend on AI for various functions such as decision-
making, surveillance, threat identification, and autonomous operations, the sig-
nificance of data becomes pivotal in attaining both strategic and operational 
advantages. The extensive gathering, processing, and analysis of large datasets 
facilitate more informed decision-making processes and offer real-time insights 
that can greatly enhance security responses.  

However, the reliance on data and AI in defense introduces significant ethi-
cal, legal, and operational challenges. The sensitive nature of military data ne-
cessitates robust security protocols, ensuring data integrity and preventing un-
authorized access, especially in an era of sophisticated cyber threats. Moreover, 
the growing use of AI for surveillance and predictive analysis raises pressing pri-
vacy concerns, as it has the potential to infringe on civil liberties by enabling 
mass data collection and intrusive monitoring. 

To address these challenges, the development and deployment of AI in de-
fense must adopt a human-centered approach, focusing on ethical principles 
such as transparency, fairness, accountability, and respect for human rights.1 
Human-centered AI seeks to integrate technology in ways that prioritize indi-
viduals’ needs, values, and well-being, ensuring that defense and security sys-
tems operate within acceptable moral and legal frameworks. 

This article explores the challenges of applying the concept of human-cen-
tered AI in defense and security systems. It examines the benefits and risks as-
sociated with data-driven AI technologies in military contexts and the need for 
robust legal and ethical frameworks to guide the responsible and lawful use of 
AI. By addressing both legal and ethical considerations, it aims to contribute to 
the ongoing dialogue on how AI can enhance defense capabilities while ensur-
ing compliance with law regulations, safeguarding human rights, and maintain-
ing ethical integrity. 

Ethical Considerations in AI-Driven Defense Systems 

Ethical considerations must serve as a framework for the deployment of AI in 
defense systems to ensure the protection of human rights and the integrity of 
military operations. Central to these ethical considerations is the imperative to 
minimize harm to civilians and non-combatants. This is also introduced in the 
subject matter of the AI Act, 2 which states that AI systems should be designed 
with a priority on protecting fundamental rights, health, and safety. In the con-
text of military actions, this requirement emphasizes that the development and 
implementation of AI technologies must align with standards that prevent un-
necessary suffering and uphold humanitarian values. Given the complexity of 
modern warfare, it is imperative that AI technologies are not only efficient in 
achieving military objectives but are also fundamentally ethical in their opera-
tions, ensuring that the impact on civilian populations is carefully considered 
and mitigated. 
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Furthermore, the potential for AI technologies to be weaponized raises pro-
found ethical concerns regarding the use of Lethal Autonomous Weapon Sys-
tems (LAWS).3 As these systems operate with a degree of autonomy, the ability 
to make life-and-death decisions without direct human intervention poses seri-
ous moral dilemmas. It is essential that ethical guidelines be established to gov-
ern the use of such technologies, ensuring that there are stringent checks in 
place to prevent misuse or accidental escalation of conflicts. The ethical impli-
cations extend beyond the battlefield; they encompass broader societal con-
cerns, such as how military use of AI can affect public perceptions of safety and 
security, potentially normalizing the use of technology in contexts that may un-
dermine civil liberties. 

Transparency in AI 4 is another consideration that cannot be overlooked in 
the deployment of AI systems within defense contexts. In that respect, the AI 
algorithms must be designed to be transparent and understandable, allowing 
operators to discern the rationale behind AI-generated decisions. This transpar-
ency not only fosters trust in technology but also holds the systems accountable 
to oversight mechanisms. When military operators are equipped with clear in-
sights into how AI reaches its conclusions, they can make informed decisions, 
especially in high-stakes scenarios. Without this level of transparency, there is 
a risk of AI systems making decisions that are not aligned with ethical principles 
or legal standards. 

In addition to transparency, ensuring fairness in AI systems is paramount. 
Ethical AI systems must be designed to actively minimize bias and ensure equi-
table treatment of all individuals, regardless of their background or status. Bias 
in AI algorithms can lead to disproportionate targeting of specific populations 
or individuals, which raises serious ethical concerns about discrimination and 
injustice. That is why developers and military organizations must implement rig-
orous testing protocols to identify and mitigate any biases that may inadvert-
ently influence AI decisions. This responsibility extends to ensuring that training 
data used for AI systems is diverse and representative, thereby reducing the 
likelihood of perpetuating existing societal inequities. 

A human-centered approach to AI in defense systems necessitates robust ac-
countability and human oversight. Establishing mechanisms that ensure human 
operators retain control over critical decisions is crucial. This principle is partic-
ularly vital in life-or-death situations, where reliance on automated systems 
without human intervention could lead to catastrophic outcomes. By embed-
ding human judgment into the operational framework of AI systems, military 
organizations can better navigate ethical dilemmas and maintain the moral in-
tegrity of their actions. Clear accountability mechanisms, including regular au-
dits and oversight committees, are essential for ensuring that the deployment 
of AI technologies adheres to established legal and ethical standards, thereby 
safeguarding human rights in military operations. 

To support these ethical considerations, several guidelines provided by the 
European Commission for trustworthy AI 5 should be mentioned. First, AI sys-
tems should be designed with the principle of robustness and safety in mind, 
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ensuring that they operate reliably under various conditions and can withstand 
adversarial attacks. Second, the principle of privacy by design should be applied, 
meaning that data protection measures are integrated into AI systems from the 
outset, safeguarding individuals’ personal information against misuse. Third, 
fairness and inclusivity should be prioritized in both the design and deployment 
phases of AI technologies, ensuring that diverse perspectives are represented 
and that algorithms are tested for equitable outcomes across different demo-
graphic groups. 

Moreover, there should be a commitment to accountability and traceability, 
meaning that every AI system must be designed in a way that allows for the 
identification of the data and decision-making processes behind its outputs. 
This can facilitate transparency and help establish trust among users and stake-
holders. Finally, a culture of continuous learning and adaptation must be fos-
tered, where organizations actively seek feedback on AI systems and are open 
to revising practices in light of new ethical insights and technological advance-
ments. 

By following the ethical guidelines for trustworthy AI, defense organizations 
can ensure that their AI technology implementation meets moral and legal 
standards. This commitment fosters a more responsible and ethical approach 
to military operations, aligning technological advancements with essential eth-
ical principles and compliance obligations. 

Legal Considerations in AI-Driven Defense Systems 
AI-driven defense systems introduce a range of complex legal and ethical chal-
lenges as they significantly alter the landscape of military operations, law en-
forcement, and national security strategies. As AI technology becomes more in-
tegrated into defense, the legal frameworks governing its use must evolve to 
address these challenges, ensuring accountability, compliance with interna-
tional laws, transparency, data privacy, and the protection of human rights. In 
particular, the EU Artificial Intelligence Act (AI Act) 6 and the General Data Pro-
tection Regulation (GDPR) 7 are central to shaping the governance of AI technol-
ogies in defense, balancing innovation with legal safeguards to prevent abuse 
and misuse. 

One of the most pressing legal challenges is accountability when AI systems 
make autonomous decisions that result in harm or legal violations. Traditional 
legal frameworks assume human decision-makers, but AI systems—especially 
those involved in autonomous weapons or surveillance—can act independently 
and beyond direct human control. This raises a critical question: who is respon-
sible when an AI-driven system causes harm? Is it the developer, the military 
commander, the manufacturer, or the state that deployed the system? Estab-
lishing a clear chain of responsibility is essential, especially when AI systems op-
erate without direct human oversight or when their decision-making processes 
are too complex or opaque for human operators to understand fully. The AI Act 
seeks to address this by enforcing transparency and accountability, but the chal-
lenge remains profound. While the Act provides important guidelines for high-
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risk AI systems,8 it stops short of offering comprehensive solutions for account-
ability in defense contexts where life-and-death decisions are involved. This is a 
key area where further legal development is, in my opinion, urgently needed, 
especially as AI becomes more advanced and autonomous. 

Beyond accountability, AI-driven defense systems must also comply with In-
ternational Humanitarian Law (IHL),9 which governs the conduct of warfare. The 
key principles of IHL—such as distinction (between combatants and civilians), 
proportionality (ensuring that harm to civilians is proportional to military objec-
tives), and necessity (the use of force only when absolutely required)—are fun-
damental to the legal and ethical use of force in conflicts. However, ensuring 
that AI systems are designed to adhere to these principles presents a unique set 
of legal and technical challenges. Autonomous AI systems 10 may not have the 
nuanced judgment required to reliably comply with IHL, particularly in complex 
and rapidly changing combat environments. In that respect, it is important to 
mention that the AI Act places defense-related AI systems under its high-risk 
category, mandating rigorous oversight, but there is still significant uncertainty 
about whether AI can ever truly be programmed to make ethical decisions in 
war. This raises profound moral questions about whether the use of AI in lethal 
operations can ever be truly justified under current legal and ethical standards. 

Another critical legal concern is transparency. Many AI systems, particularly 
those that rely on machine learning and deep learning, are often described as 
“black boxes” 11 because their decision-making processes are difficult to inter-
pret or explain. This lack of transparency is problematic in any context but be-
comes especially dangerous in defense, where human lives are at stake. With-
out clear insight into how AI systems arrive at their decisions, it is difficult to 
ensure accountability, prevent bias, or investigate incidents when something 
goes wrong. The GDPR, which emphasizes transparency and individual rights in 
data processing, requires organizations to ensure that people understand how 
their data is being used and processed. However, the GDPR’s principles of trans-
parency are difficult to apply to AI-driven military systems, where operational 
secrecy and national security concerns often limit transparency. The AI Act, in 
turn, seeks to enforce explainability for high-risk AI systems, yet the reality re-
mains that many AI systems used in defense are inherently complex and not 
easily interpretable. This is a significant legal gap that must be addressed—en-
suring that military AI systems, no matter how advanced, remain accountable 
and open to oversight. 

Data privacy is another pressing legal issue when it comes to AI-driven de-
fense systems. These systems often rely on vast amounts of data to function—
whether for surveillance, intelligence gathering, or predictive analysis—raising 
serious concerns about mass surveillance and violations of individual privacy. AI 
systems often collect data without consent, infringing on personal privacy 
rights, which could lead to significant human rights violations. The GDPR plays 
a crucial role in regulating data protection across the EU, requiring strict rules 
for data collection, processing, and storage. However, even under the GDPR, 
balancing national security with privacy rights is a delicate and challenging task. 
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While the GDPR ensures that personal data is protected, the question remains 
whether military AI systems can or should be held to the same privacy stand-
ards, especially in scenarios where national security is prioritized. In the case of 
defense systems that utilize facial recognition or predictive policing, this chal-
lenge is even more pronounced, as these technologies are prone to overreach 
and can lead to unlawful surveillance and profiling if not carefully regulated. 

Another important consideration is the dual-use 12 nature of AI technologies, 
where systems designed for civilian applications can easily be repurposed for 
military use. This flexibility, while beneficial in many contexts, poses significant 
challenges for arms control and export regulation, as existing frameworks often 
fail to address the unique risks created by AI. Traditional armaments can usually 
be categorized and controlled, but the adaptability of AI technology means that 
tools initially developed for benign purposes can swiftly transform into power-
ful military assets. 

This reality raises urgent questions about regulation and oversight regarding 
the potential misuse of AI technologies. As discussed in a Forbes article, AI sys-
tems originally designed to enhance healthcare efficiency or improve transpor-
tation logistics can be modified for military applications, such as surveillance, 
autonomous weaponry, and information warfare. This dual-use aspect compli-
cates monitoring and governance efforts, making it difficult to establish clear 
guidelines for responsible usage. 

While some existing regulations attempt to mitigate harm by providing guide-
lines for AI applications, the international legal community must act much more 
swiftly to revise treaties and agreements to address the nuanced risks associ-
ated with AI. In that respect, the AI Liability Directive,13 proposed by the Euro-
pean Commission, is a critical step toward establishing accountability for dam-
age caused by AI systems. This directive aims to clarify liability issues, ensuring 
that victims can seek redress when harmed by AI technologies, particularly in 
high-risk sectors like defense. 

The AI Liability Directive is particularly relevant in the context of military ap-
plications, where the potential for misuse and unintended consequences is sig-
nificant. It emphasizes that developers and deployers of AI systems can be held 
liable for harm caused, thereby fostering a culture of responsibility and dili-
gence. However, the pace of technological development is outstripping existing 
legal frameworks, creating gaps that could be exploited for harmful purposes. 
Current treaties and agreements often do not sufficiently cover the complexi-
ties of AI technologies, leaving significant legal ambiguities. 

The introduction of the AI Liability Directive highlights the urgent need for a 
coordinated international effort to update legal standards and frameworks to 
effectively address these challenges. Experts from various sectors emphasize 
that strong legal mechanisms are essential to ensure that AI technologies are 
developed and deployed responsibly, thereby minimizing risks and safeguarding 
human rights. 

Finally, the AI Act emphasizes the need for AI systems to be tested for fairness 
and non-discrimination, particularly in high-risk sectors like defense. However, 
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the reality is that many AI systems used in defense are developed in secrecy, 
often without the same level of ethical scrutiny as civilian technologies. More-
over, while the GDPR provides a strong foundation for protecting personal data 
and preventing unlawful profiling, its principles should be explicitly integrated 
into military AI systems. Establishing a framework that mandates adherence to 
these principles will reinforce the commitment to human rights in all AI applica-
tions. 

As AI becomes more prevalent in defense, maintaining transparency and ac-
countability is vital. Defense agencies must subject AI systems to rigorous test-
ing, validation, and independent oversight. Implementing audit trails for AI de-
cision-making ensures that each action can be traced and reviewed, preventing 
misuse and providing accountability when AI systems fail or make incorrect pre-
dictions. In that respect international organizations, such as NATO and the 
United Nations, are increasingly involved in setting standards for AI use in de-
fense. The future of AI-driven technologies, especially in military context, must 
focus on creation of AI systems’ ability to make explainable, transparent deci-
sions that support both security objectives and human dignity. 

Conclusions 
In conclusion, AI-driven defense systems present significant legal and ethical 
challenges that must be thoroughly addressed to ensure their responsible and 
accountable use. The growing autonomy of AI technologies complicates tradi-
tional legal frameworks surrounding accountability, raising pressing questions 
about who is liable when AI systems cause harm. This complexity is particularly 
pronounced in military contexts, where decisions made by autonomous sys-
tems can have life-and-death consequences. The existing legal acts often strug-
gle to keep pace with the rapid evolution of AI, highlighting the urgent need for 
clearer regulations that delineate responsibility among programmers, military 
commanders, and states deploying these technologies. 

While the AI Act and General Data Protection Regulation provide essential 
regulatory foundations, they are insufficient to fully address the complexities 
and unique risks posed by AI in defense. There is a pressing need for regulations 
that not only promote accountability and transparency but also ensure that AI 
systems are designed to operate within established legal frameworks governing 
warfare. 

Finally, the ethical implications surrounding AI in defense extend beyond le-
gal compliance. The development and deployment of AI algorithms must prior-
itize fairness, non-discrimination, and respect for human rights. This requires 
the establishment of robust governance frameworks that promote ethical 
standards throughout the lifecycle of AI systems used in defense.  

Ultimately, while the AI Act and GDPR lay important foundations for regulat-
ing high-risk AI systems, more comprehensive legal frameworks are needed that 
specifically address the challenges posed by AI in the defense sector. The rapid 
pace of AI development necessitates urgent action to prevent the misuse of 
these technologies in military contexts and to ensure they align with ethical 
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principles and international legal standards. Fostering a responsible and ethical 
approach to AI in defense is not just a legal imperative; it is crucial for maintain-
ing public trust and safeguarding human rights in an increasingly complex tech-
nological landscape. 
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